
  [image: img]


  
    Helpful Hackers


    How the Dutch do Responsible Disclosure

  


  
    Helpful Hackers


    Chris van ‘t Hof

  


  
    
      Helpful Hackers: how the Dutch do Responsible Disclosure


      1st edition 2016


      First published in Dutch as Helpende hackers: verantwoorde


      onthullingen in het digitale polderlandschap (2015)


      Creative Commons 2016, Tek Tok Uitgeverij


      Author: Chris van ’t Hof


      Print: Pumbo.nl


      Non-fiction


      ISBN 978-90-823462-3-7


      This work is published under a Creative Commons Attribution Licence, whereby all or any part hereof may be reproduced, redistributed or reused in any form, physical or digital, without the prior written permission of the publisher or other rightsholders, on condition that such reuse is for non-commercial purposes only and that the author is appropriately credited on each occasion.


      www.helpfulhackers.nl


      www.tektok.nl

    

  


  
    Contents


    1. Introduction


    2. Radboud opens the gates


    3. Crypto is not a cultural expression: disclosure is


    4. Leaking like a sieve


    5. @brenno and the superhits


    6. DongIT and the DigiD debacle


    7. @okoeroo and the Veere pumps


    8. Then we’re all going to get wet


    9. @UID_ calls the navy


    10. @floorter: a man in the middle


    11. @legosteentje earns a white hat


    12. @jmschroder calls the Habbo helpdesk


    13. Hacker Krol gets too much out of the closet


    14. Verdier and the crisis team


    15. @bl4sty and the ten million modems


    16. The hash of Dismantling Megamos


    17. Time for policy


    18. The other side of the Groene Hart


    19. Bonnie the hacking (supposed) housewife


    20. Free books for @iliaselmatani


    21. @1sand0s and the ethics committee


    22. @rickgeex gets there eventually


    23. Beg and the Bug Bounties


    24. @0xDUDE, the biggest dude of ’em all


    25. Going Global


    26. Behind the scenes


    I. Thanx!


    II. Responsible disclosure: suggested web text


    III. RTFM: the glossary

  


  
    1. Introduction


    The costly lessons of @XS4me2all


    4 June 2014: Frank Brokken, Security Manager at Groningen University, arrives at the World Forum congress centre in The Hague. It is the second day of a conference hosted by the National Cyber Security Centre, which has brought together over a thousand delegates from all parts of the world. They include the Minister of Security and Justice, the directors of the Dutch National Intelligence Agency and the National Cyber Security Centre, leading researchers and captains of industry. The national High Tech Crime Unit is here, as are their counterparts from the FBI. Needless to say, security is tight. But Brokken is not here to rub shoulders with VIPs. He is here to meet the man who, seven years earlier, hacked his university’s computer systems.


    Brokken looks slightly out of place as he joins the throng of men in suits. I spot him immediately: his large grey moustache and shock of hair set him apart from the crowd. I attempt to put him at his ease. Brokken scours the room, looking for the man he has come to meet. The hacker has not yet arrived, but we are confident that he will show himself before long. I have set up a studio and intend to video the two men’s first encounter. The world will soon know the real identity of @XS4me2all, otherwise known as the Groningen University Hacker.


    It seems strange that @XS4me2all is willing to come here, the lion’s den as it were, to talk about his hack. After all, he wreaked near havoc, infecting the university’s servers and some 250 computers with malware. The cost of the clean-up operation ran into six figures; the damage to the university’s reputation was immeasurable. The episode could have seen him arrested. In fact, @XS4me2all has already spent time behind bars for another hack. Today, he will wipe the slate clean. He already knows that Brokken feels no animosity: the security manager has publicly expressed his admiration for a ‘damn clever hack’, from which he and his organization learned many valuable lessons. The university authorities now take information extremely seriously. Brokken has promised not to press charges, which is why @XS4me2all is now willing to meet him and to speak on camera.


    I first met @XS4me2all over a year earlier, soon after I started researching this book. He is now what is known as a ‘penetration tester’: someone who tries to break into a computer system with the full blessing of its owner to determine whether security is adequate. He also hacks in his spare time. He sometimes chooses his targets at random but usually works on tips from the hacker community. @XS4me2all has turned over a new leaf. If he does manage to get into a system, he stops. He does not steal data, he does not manipulate data and he does not add data, malicious or otherwise. He simply contacts the site’s administrator to report his findings. Only after the problems have been resolved does he reveal what he has done so that others can also learn from the exercise. In the jargon, this approach is known as ‘responsible disclosure’.


    @XS4me2all was able to tell me about several responsible disclosures, most of which had been reported in the media. But there was one case about which he had remained tight-lipped: the Groningen University hack. We agreed that I would interview him, write the story and check it with him before making any details known to anyone, including the university. I promised not to reveal his name. I set up an anonymous Twitter account, @XS4me2all, through which we could keep in touch. We agreed that his identity would be revealed only if the university gave a firm undertaking that no further steps would be taken in the matter.


    At this time, @XS4me2all was still living in a student accommodation on the outskirts of Amsterdam. As a professional penetration tester, he could afford somewhere better. Before long he did indeed move into a ‘real’ apartment, but for now our meetings were held in the same small, dingy room from which he had perpetrated the hack itself. Its floor was strewn with computer manuals. On the one and only table were various documents bearing the crest of the Ministry of Justice. In 2008, he had been sentenced to eighteen days’ detention for computer misuse and membership of a criminal organization. We shall return to this episode later. But first, the Groningen University hack.


    February 2007: @XS4me2all is twenty years old. He is officially a student but not at Groningen. In fact, it is a long time since he last deigned to attend a lecture. He spends his days – and nights – trawling the internet, looking for new hacking methods and identifying ever bigger targets. He does it purely for kicks. But he is learning far more than he ever would from classes or lectures. @XS4me2all considers universities to be particularly interesting targets. They have super-fast internet connections, which he can use for his own ends. He decided to explore the Groningen University website.


    The first thing he noticed was that the network included an online print server. Although it was protected by an encrypted password, he could see what is called the ‘hash value’, the result of the encryption process. There are countless internet sites which publish ‘rainbow tables’: lists of hash values which make it possible to recover the original plaintext password. He soon found a match: the password was ‘S4k1nt0s!’ All he needed now was a username. He tried ‘admin’. He had guessed correctly: he could now log in to the server and explore whether ‘admin’ had access to other online resources. Indeed, he (or she) did: to practically all servers belonging to the same faculty.


    Our hacker then repeated the hash and rainbow table trick for other systems, discovering that some admins had access to several different faculty websites. The overlap allowed him to move quickly between them. He noticed that all used the same content management utility: Novell’s ConsoleOne, which was also accessible online. The system admins could update all systems remotely. By now, so could @XS4me2all. Via TCP port 1761, he could penetrate the deepest recesses of Groningen University’s network from the comfort of his student accommodation in Amsterdam.


    But @XS4me2all was not yet satisfied. Rather than hacking every server and computer individually, which is a very time-consuming process, he decided to target the image and install server. This bit of kit allows the system administrators to upload back-ups or updates to the network. As each user logs in, the updates are automatically installed on his computer. And so is any malware that has been uploaded by a hacker. Each and every computer becomes infected. Within a month, @XS4me2all had full access to every computer, every folder, every file. On a few computers, he installed malware which had all the characteristics of a keylogger, just to see if it would work. But he didn’t use it because he didn’t have to: he could go anywhere, see anything. He found the Wake-on LAN function particularly entertaining. It allowed him to turn on or ‘wake up’ any computer on the network automatically, despite being almost two hundred kilometres away. He took to doing so at random times in the middle of the night. ‘Picture the scene – the cleaners are working away and suddenly all the computers into life. Great!’


    Gaining control of the network was enough for @XS4me2all: mission accomplished. He was not interested in causing any damage. It was like climbing Mount Everest: people do it because it’s there. But he could not resist the temptation of telling other hackers about his achievement on an online forum. They did not believe him. They demanded hard proof. ‘Fine. Give me a video and I will put it on one of the university’s servers.’ He continued to play around with Groningen’s systems, although the novelty was beginning to wear off. One day, however, he noticed frantic activity throughout the network. Passwords were being reset, new firewalls installed. The shit had hit the fan. It was time to log out for the last time.


    Although @XS4me2all was keen to put the entire affair behind him, events took an unexpected turn. On 7 March 2007, Groningen University called a press conference. Its spokesman, Jos Speekman, announced that the university’s computer systems had been hacked. According to Speekman, cybercriminals had installed software which enabled them to steal personal information, including passwords to third-party sites and credit card numbers. Moreover, these putative cybercriminals had taken complete control of the systems. They could operate all the university’s computers remotely and were using them to distribute spam and illegal content. The damage was in the order of one hundred thousand euros. The university suspected an inside job: one of its own employees or students was the likely culprit.


    The press conference was widely reported in the media and the story soon reached the ears of @XS4me2all. He was astonished, to put it mildly. He had certainly not stolen any credit card information, and the only illicit content involved was a video clip. But he was even more amazed, and less than amused, to see a television interview with someone claiming responsibility for the Groningen hack. ‘Some faceless geek standing in the shadows, with a distorted voice, talking utter bullshit and making the problem out to be a lot worse than it really was.’


    Several reports featured the university’s security manager Frank Brokken. He talked openly about the incident and conceded that he had learned much from the experience. Brokken seemed to be an understanding kind of guy, our hacker thought. He would like to meet him to explain exactly what he had done and why. In the event, he decided against doing so for fear of repercussions. He kept a very low profile until 2013, when he was introduced to me. The incident was still weighing heavily on his conscience and he wanted to wipe the slate clean. I could see a good story for my book, and so I offered to act as intermediary between hacker and ‘hackee’.


    Frank Brokken was still working at Groningen University. I sent him an email explaining my research and requesting any documents which might cast light on the incident. I also proposed setting up a meeting with @XS4me2all, on condition that the university promised not to press criminal charges or seek damages. Brokken’s reply was encouraging. ‘I am always interested in sharing experiences. In this case, certain vulnerabilities were brought to our attention and I do not regard legal action to be an appropriate response. In that sense, the hacker has nothing to fear. For my part, I am looking forward to a nice cup of coffee.’ The email was signed using the PGP (‘Pretty Good Privacy’) protocol, indicating that it almost certainly sent by Brokken himself. At the time, I had no idea what all the codes in the headers and footers of emails actually mean, but @XS4me2all assured me that this was the case. And if he was happy, so was I.


    I arranged a phone interview with Brokken. Neither his words nor his tone suggested any animosity towards @XS4me2all. Quite the reverse: he seemed to hold the hacker in high regard. ‘I think it’s commendable that this lad chose to go about things this way,’ he said. ‘If you have access to the server which installs software on every other computer, you’ve got someone else to do all your work for you. That’s efficiency!’ Brokken even laughed out loud when I told him about the computers being turned on in the wee small hours. He responded with some anecdotes about hacks from his own youth. ‘In those days, we were still working with mainframes and very few people were familiar with computers. Someone wrote a program which displayed an “all-seeing eye” on a colleague’s monitor. The eye seemed to follow his every move, much to his discomfort. We had to laugh!’ And Brokken is still laughing today.


    This was clearly someone who understands the hacker’s perspective and I decided that it would be safe to invite Frank Brokken to meet us at the conference. He was happy to do so. @XS4me2all was less thrilled at the prospect. ‘The NCSC conference? I may not be very popular among that crowd. Can’t you find somewhere a bit more... low key?’ I could see his point. And besides, some of his pentest clients might also be there. They may not be as forgiving as Frank Brokken. I suggested that we should record the interview without an audience: on camera but in camera, so to speak. All three of us would then be able to decide how much – if anything – was to be made public. They both agreed.


    On 4 June 2014, I therefore found myself face-to-face with Frank Brokken. The studio lights were on and we were ready to roll. What Brokken did not know was that one of the ‘camera crew’ just over my left shoulder was none other than @XS4me2all.


    We decided to conduct the interview in English, since this was an international conference and we wanted to tell our foreign guests about responsible disclosure in the Netherlands. I assured Brokken that we could stop the interview at any time. Retakes were no problem: we could edit out any fluffs on the fly. In the event, he proved to be a consummate interviewee, talking with ease about every aspect of the hack: the email informing him that the systems were insecure, the hacker’s skilful use of the image and install server to do all the ‘dirty work’, and why he had considered it so important to reveal that systems had been compromised.


    The moment had come. ‘You are now going to meet the man who hacked your systems,’ I announced in my most portentous tone. @XS4me2all stepped out from behind the camera and offered his hand. ‘So you’re the bad guy?’ said Brokken. ‘Yes, I’m the bad guy,’ he replied with a smile. The conversation proceeded with very little prompting from me. The hacker explained precisely what he had done, and the security manager responded to each new revelation with appropriate surprise. @XS4me2all admitted to having hacked several other university networks. Groningen was the only institute to publicly acknowledge that it had been targeted. Brokken believed in being open, he explained, which was also why he had agreed to this meeting. ‘If you are open and honest, you can turn something bad into something good.’


    The two men were still talking long after we had wrapped up the interview. As I was preparing my next item, I could see them strolling into the distance together like long-lost brothers.


    Hacking is the act of breaking into someone else’s information systems. You might say that hacking is as old as computers themselves, but in many ways the reverse is true. A very influential figure in the development of modern computer science was the ‘hacker’ Alan Turing. In the Second World War, Turing cracked the supposedly impenetrable Enigma Code used by the Germans. His mathematical model, known as the Turing machine, forms the basis the first computers built.


    It is rare, perhaps unknown, for an information system to be 100% secure from the outset. Vulnerabilities, flaws, holes and bugs will almost inevitably creep in. To find them calls for the services of skilled hackers. There are ‘bad’ hackers, whose motives are at best questionable, and there are good hackers whose aim is to improve security. The former are known as ‘black hats’, and the latter as ‘white hats’, after the favoured headgear of the goodies and baddies in Hollywood westerns. In the real world of cyber security, however, the hats come in many shades of grey. The Groningen University incident demonstrates that even a hacker who goes too far can achieve much good. Thanks to @XS4me2all, the university realized just how poor its security was, and could take remedial action before a really malicious hacker could go to work. The vast majority of ethical hackers whom I have interviewed for this book have never faced criminal charges but many have edged very close to the boundary line between the acceptable and the unacceptable. The essence of responsible disclosure is to look beyond that line without crossing it, no matter how great the temptation may be. An ethical hacker promptly informs the system owner what he has seen on the other side.


    The hackers whose stories appear in this book share a welldeveloped sense of responsibility. Their motives are honourable; they wish to help others solve security problems in order to stay one step ahead of those whose motives are not. Members of the hacking community are generally young, around twenty years of age, and fiercely intelligent. They think in a different way to the rest of us. They can look at a website, app or program and immediately spot something that is ‘not quite right’, something that even the programmer or system administrator has overlooked. Hackers are also doggedly persistent. Their curiosity drives them to press on long after most people would have given up. They derive enormous satisfaction from solving the puzzle, and from letting others know that they have done so. Ethical hackers are altruistic: they work to make the digital world safer and more secure, often with no thought of reward. Many, such as @XS4me2all, risk arrest and prosecution.


    How would you react if you received an anonymous email informing you that your website is full of holes, that it is possible to defraud your payment system, or that anyone could walk into your building using a homemade pass? Would you take the warning seriously? Do you act on unsolicited advice? Or do you take the view that you have better things to do with your time? Fortunately, a growing number of organizations now have a policy which encourages hackers to contact them if they find anything untoward. That policy goes under the heading of ‘Responsible Disclosure’. But theory is rarely the same as practice. A system administrator might receive a report on the eve of his annual holiday. He decides that it can wait until he gets back. A manager who is already snowed under with work passes a report to the legal department which then takes the wrong kind of action, contacting the police or retaining a lawyer. A helpdesk might insist that the organization’s site is entirely secure because staff have been instructed not to ‘alarm’ customers.


    This is when things go awry, because most ethical hackers will not be brushed off. They will not give up. Whether driven by a sense of duty, a need for recognition or just simple frustration, they will sooner or later reveal their findings to the world at large. They will go public through an online chatroom, social media, an online blog or by contacting a journalist. After all, they did try to do things ‘the right way’, but were ignored.


    Recent years have seen a string of security scandals. The Dutch public has read that the smartcard used to pay for public transport can be cloned, that the pumps which keep the country safe from flooding can be controlled by anyone with an internet connection, and that DigiD, the system used to log in to e-government websites, has more holes than a colander on a golf course. Patients’ medical records have been leaked, conference calls made by senior defence staff have been bugged. Banking apps are so insecure that customers’ accounts can be emptied in seconds. The list goes on. If we are to believe what we read in the press and see on television, anything and everything can be hacked and no one is doing a damn thing about it.


    Journalists, politicians and the public lap up stories like this. Behind every problem is an organization which has not been doing its job properly. Accusations fly hither and thither: people must be held to account, heads must roll. Questions are raised in parliament, and the guilty (or at least negligent) parties may indeed find themselves answering to the courts. The hacking community will ridicule the hapless victims on Twitter. They should have listened to us: forewarned is forearmed! The hackers have a point. With just a little more mutual understanding, the organization could have benefited from free expert advice while the hacker would have earned recognition for his ‘volunteer work’.


    The Netherlands is famous for its ‘polder model’ of decision-making. Consultation and negotiation between various stakeholders will, it is held, eventually give rise to an outcome that satisfies all interests. The polder model dates from an era in which the common interest demanded the construction of polders, dams, dikes, and other water defences to keep our country, much of which lies below sea level, safe from flooding. Today, we see a similar approach being taken to cyber security. All the various stakeholders are being invited to take part in open discussion and negotiation.


    In my view, the polder model is particularly appropriate to the way in which modern information systems are structured. The internet does not have a ‘supreme high command’; there is no central organization responsible for managing, updating, improving or otherwise spinning the World Wide Web. Rather, there is a long and complex chain of countless different systems. Everybody is responsible for their own link in the chain but no one is responsible for the chain as a whole. To ensure that the chain functions effectively demands cooperation, openness and mutual understanding.


    That is why I have written this book. I wish to give ethical hackers, system administrators, managers, helpdesk staff and all the other stakeholders a glimpse into each other’s world. I want to help them understand each other’s motives and interests. My target readership also includes the politicians, policy-makers, legislators and journalists to whom these stakeholders are accountable. And because information security is often concerned with personal data, this book is also for everyone, the general public – you. Who is to say that your medical records will not be leaked tomorrow? As a society, we have become dependent on information technology. It is useful to know exactly how that technology deals with our personal, perhaps intimate, information. We often learn most from the incidents in which things have gone seriously wrong. At the same time, it is reassuring to know that so many people are working hard to ensure that things will not go wrong ever again. Cyber security involves technology, but it is people who determine its success.


    Each of the following chapters presents a case study in which a hacker finds a vulnerability which he then discloses, with all the consequences this entails. I have selected the cases for their diversity: they represent a broad range of different technologies, hacking methods and targets. As we shall see, the consequences of a hacker’s actions can also vary greatly. We know what should happen in the ideal situation: the hacker finds a vulnerability and reports it to the system owner who immediately rectifies the problem. In practice however, there are likely to be several security flaws: they tend to hunt in packs. The hacker’s report will be passed from pillar to post because no one knows who is responsible for what. The process is no more than a ‘concatenation of circumstances’ and the outcome may be a matter of luck. Even so, certain recurring patterns can be detected, largely because people are creatures of habit. They tend to do whatever they did last time, and the time before that. I hope to reveal these patterns, and where possible break the less desirable habits.


    If the course and outcome of the cases rely so heavily on the perspectives of the various actors, what about my perspective? Who am I? What is my interest in cyber security? What is my frame of reference? My name is Chris van ‘t Hof. I am a researcher, journalist, presenter and sociologist. I also have a technical background, in electrical engineering. I am the author of several books about the information society, most of which were commissioned by various research institutes. These works involved the input of fellow researchers, one or more editors and the publisher. I was keen to produce the current volume as a ‘solo effort’, precisely because there are so many widely differing views and opinions about its subject matter: hacking. I wanted to meet the hackers in person and write their stories myself, so that there could be no underlying agenda or editorial ‘tweaking’ to pander to a client’s policy or a publisher’s commercial interests.


    That is not to say that there has been no input from other people. On the contrary. Everyone I interviewed was given the opportunity to read and comment on my drafts. Almost all case studies have been published in abridged form in the professional journal Informatiebeveiliging, which means that the facts have been checked by the editors. I submitted a draft of this book to several expert reviewers. Their names are listed elsewhere and I am of course extremely grateful for their help. I placed the entire text of the original Dutch version of the book online, inviting comments and suggestions from anyone who cared to offer them. Once again, I am most grateful to everyone who took the trouble to contact me. But the fact remains that this is my book, my story. For that reason, I fly in the face of academic tradition and make extensive use of the first person singular throughout.


    In this introduction, I have told the story of an anonymous hacker who, in 2007, crossed the line. He went beyond the bounds of the acceptable and strayed onto the dark side. He has since mended his ways and is a reformed character. He eventually revealed all in 2014. All the following cases played out in the intervening period. I present them in chronological order to illustrate the line of development. I begin with a ‘classic’ story which will be familiar to many.


    In 2005, transport operators in the Netherlands started to roll out a contactless smartcard payment system which would eventually replace paper tickets on trains, buses and trams nationwide. London has the Oyster card, Hong Kong has the Octopus, Manila has the Beep and Paris has the Calypso. The more prosaic Dutch decided to name their version the OV-chipkaart, literally the Public Transport Chipcard.


    Not long after its introduction, the OV-chipkaart had been cracked by security researchers at Radboud University. I devote three chapters to this case, examining it from the various perspectives of the actors involved: the hackers, the government, the consortium responsible for developing and implementing the system, the judicial authorities and the media. One prominent actor was @brenno, journalist Brenno de Winter, who used a cracked smartcard to show just how easy it was to fare-dodge undetected. De Winter was also responsible for ‘Lektober’ (Leak-tober), an awareness campaign which named a different insecure website every day for a month. One of the hackers who identified the websites was Wouter van Dongen, who went on to establish a successful business based on the hacking methods he used.


    Next, I consider the SCADA systems case, in which a list of IP addresses compiled by an anonymous hacker revealed that essential components of the Netherland’s water management system could be controlled by anyone with internet access. I examine the media’s response to revelations like this: is it balanced and objective? The media coverage is often grist to the mill of the opposition parties who wish to embarrass the government. I consider how the ‘establishment’ – the government and the judicial system – have struggled with the concept of ethical hacking, and how difficult it can be to determine who is ultimately responsible for digital security. If everyone is partially responsible, no one is entirely responsible.


    Subsequent chapters look at how various organizations reacted when told that their security was flawed. The Ministry of Defence was not unduly concerned to hear that @UID_ had tapped into its teleconferencing system. ING Bank barely batted an eyelid when @floorter claimed to be able to hijack its new mobile phone app, although the problem was rectified with improbable haste. By contrast, the online auction site Marktplaats.nl was among the first to implement a responsible disclosure policy, rewarding @legosteentje with a white hat, and later a fulltime job. All these cases attracted some media attention but were resolved without too much commotion or controversy. By now, parliament had begun to discuss responsible disclosure and the appropriate response to ethical hacking.


    Next, I consider a number of cases in which legal action was taken, or at least threatened. Teenage hacker @jmschroder showed Habbo how he had been able to log into its helpdesk system, whereupon the company brought criminal charges. The wheels of justice can turn very slowly and it was two long years before the courts ruled that there was no case to answer, a decision largely based on a legal technicality. Politician and publisher Henk Krol was not so fortunate. He was fined for disclosing how he had accessed confidential medical files in the computer system of a diagnostic clinic. The court ruled that he had crossed the line and ‘gone just a little too far.’ Similarly, the hacker who targeted the Groene Hart hospital in Gouda was arrested and brought to trial. This apparent injustice attracted much criticism in the media and even in parliament. Only later did it emerge that the hacker had crossed the line of the acceptable in more ways than one. My final legal case involves the researchers at Radboud University. They had cracked an RFID-based vehicle immobilizer system. Although it was neither the developer, owner or vendor of the technology, the German car manufacturer Volkswagen successfully applied to the High Court of England and Wales to prevent publication of the Radboud team’s research paper.


    Next, I turn to matters of policy. In early 2013, the Dutch National Cyber Security Centre published a ‘Guideline for Responsible Disclosure’. An increasing number of organizations have adopted a formal responsible disclosure policy and have set up an email address or hotline through which ethical hackers can report the vulnerabilities they find. Even so, hacking remains a criminal offence. The authorities have decided that each case must be considered on its merits to determine whether the hacker has acted responsibly and ethnically in pursuit of a higher purpose. According to the Minister of Security and Justice, Ivo Opstelten, the Netherlands is unique in having adopted this approach. To quote the exact words he used at one international meeting, ‘This is how the Dutch do responsible disclosure.’


    Ethical hackers – the genuine ‘White Hats’ – now know precisely how close to the line they can go. They know how to elicit an appropriate response to security problems without involving the media or invoking the wrath of the authorities. When @stevenketelaar and @bl4sty managed to hack a popular model of modem, they were invited to telecom operator KPN’s head office to demonstrate. The organization welcomed them with open arms, treating the pair as VIP guests. The University of Amsterdam now includes ethical hacking on the curriculum and students work under the guidance of an ethics committee headed by @1sand0s. One Amsterdam student, @iliaselmatani, found a way to download digital textbooks from the publisher’s website without going through the tedious process of actually paying for them. But he refrained from doing so, instead asking me to contact the publishers on his behalf. They invited us both for a ‘constructive chat’.


    My final three chapters are devoted to ethical hackers who have chosen to keep a low profile, preferring to work behind the scenes. The veteran hacker @0xDUDE has almost four thousand responsible disclosures to his unblemished name. Relative newcomers @rickgeex and @smiegles have indeed attracted the attention of the authorities but in a positive sense. Both have been thanked and congratulated by numerous public and private sector organizations.


    In my final chapter, Going Global, I suggest lessons that can be learned from the case studies and from the response to the Dutch version of this book when it was published in 2015. Recent years have seen significant changes on the Dutch digital landscape. It seems that both the government and the private sector are coming to embrace the concept of responsible disclosure. But will the Dutch approach work in other countries? I have my own company and website, to which I have now added a contact form so that visitors can report any security bugs they may find. We shall see what happens.


    As noted above, my cases studies are presented in chronological order to illustrate how attitudes to responsible disclosure have developed. Each case is considered from the various perspectives of the actors involved: the hacker, the system owner, the media, government, policy-makers and the judicial authorities.


    Do you need to understand SQL injection, the innermost workings of the Dutch political system or the exact legal definition of ‘computer misuse’ in order to read this book? Not if I have done my job properly. Hopefully, I can present the actors’ motives, interests and frames of reference without recourse to technical jargon. I have tried to explain how they decide whether a hack is indeed ethical and the resultant disclosure responsible. If I have muddied the waters with techno-speak, please feel free to ‘RTFM’, as the hackers say. In other words, refer to the glossary of technical terms in the appendix. Also included is a sample ‘responsible disclosure policy statement’, which you can add to your own website. By doing so, you will be inviting helpful hackers to help you. I hope that, having read this book, you too will wish to promote the concept of responsible disclosure.


    @cvthof, December 2015

  


  
    2. Radboud opens the gates


    Researchers crack the Mifare Classic


    This is a ‘classic’ case in more ways than one. In 2008, the Mifare Classic chip was being used in countless access-control and contactless-payment systems. It could be found in the security passes of various government buildings, and in the OV-chipkaart, the smartcard used on all public transport nationwide. The announcement that researchers had successfully cracked the chip’s encryption caused great consternation. The subsequent legal proceedings set some interesting precedents. This case demonstrates that security is often influenced by commercial interests: provided that the losses are not too great, why invest in a more expensive system? But the main significance of this case is its role in shaping Dutch thinking about responsible disclosure.


    This is an appropriate moment to introduce someone who features prominently in Dutch cyber security, Prof. Bart Jacobs. I first met the good professor in 2004, when I was a researcher with RAND. A colleague and I were preparing a national review of R&D projects in information security. Our main focus was of course the Netherlands’ three universities of technology: Delft, Eindhoven and Twente. But we heard through the grapevine that there was a professor at Radboud University Nijmegen who was ‘doing something with smartcards’. On further investigation, we realized that the ‘something’ was very significant. The recently appointed Professor of Security & Software Correctness had assembled a team of no fewer than eleven postgraduate researchers to study smartcard security. He was also one of the leading lights of a new graduate school for cyber security research. The Kerckhoffs Institute, named after the 19th-century cryptographer, opened in 2005 as a collaboration between Twente, Eindhoven and Radboud.


    I visited Prof. Jacobs again on 11 September 2013. The new academic year had just begun and all around were posters and banners bearing the inscription K3rckhoffs 1nst1tute. It now offered not only a master’s in Digital Security but a bachelor programme for which seventy students had enrolled. According to the institute’s website, the curriculum included cryptography, web security and network security, while students were also required to ‘learn to think like an attacker, finding ways in which to exploit vulnerabilities.’ They were taught techniques such as social engineering: winning other people’s trust so that they reveal secret information such as passwords. This must attract some criticism, I suggested. Jacobs reassured me that everything was above board, pointing out that the curriculum also included law and ethics.


    Much has happened since I first met Prof. Jacobs, who is now a well-known public figure. If there is a major hack or system failure, journalists know that they can rely on him for a good soundbite. He holds a number of external appointments. He is chair of the Bits of Freedom advisory board and a member of the Cyber Security Council, a body which operates under the auspices of the Ministry of Security and Justice. Action group versus government: isn’t there a conflict of interests? Jacobs does not think so. Involving the ‘dissidents’ is part of the Dutch way of doing things. The polder model entails consultation with all stakeholders. What are hackers and action groups if not stakeholders? While he is happy to have a foot in both camps, he cherishes his independence as a researcher and academic.


    Back in 2004, I had absolutely no idea what line Jacobs’ smartcard research would take, and had he told me I probably wouldn’t have understood a word. I have since filled most of the gaps in my knowledge. After RAND, I joined the Technology Assessment division of the Rathenau Institute in The Hague where I was involved in various research projects but developed a particular interest in Radio Frequency Identification (RFID). As a sociologist and electrical engineer, I realized that little chips that communicate invisibly and wirelessly would soon form the interface between human and digital networks. Scanners, cards, tags, labels on consumer articles: everything would have a number, everything would be interconnected and we would be living in the ‘internet of things’. Much of our research centred on the OV-chipkaart, a particularly rich source of material. Many interviews, discussion papers, conferences, meetings and newspaper articles later, I knew just how complex the introduction of a new system can be, especially in a culture that attaches such importance to consultation. I was therefore somewhat better prepared for this conversation with Bart Jacobs.


    His Digital Security Group now numbered forty researchers. Among them was Roel Verdult, who in late 2006 was looking for a topic for his graduation project. His supervisor, Flavio Garcia, set him to work developing the ‘Ghost’, a handheld device which can emulate or ‘spoof’ an RFID smartcard. The group had been trying to produce a prototype for some years, but with limited success. Verdult claimed to have produced a working model. Garcia challenged him to prove it by opening the barrier to the university’s car park.


    At this time, Radboud’s car park had a smartcard access system with RFID technology. Authorized users were issued a pass, embedded in which was a chip with a tiny coiled antenna. Alongside the barrier was a card reader with a transponder emitting a constant signal at a frequency of 13.56 MHz. When the pass was held against the reader, a tiny current would be generated in the antenna by electromagnetic induction. This current was just enough to power the chip to transmit its information back to the reader. The information concerned was extremely simple: just a straightforward, unencrypted number. Verdult entered a random number into the Ghost, held the device to the card reader and... bingo! The barrier opened.


    In May 2007, student Gerhard de Koning Gans was assigned to the group. He brought in a third-party device, the Proxmark III, which is more sophisticated than the Ghost in that it not only emulates the smartcard but the card reader as well. But the Proxmark did not speak the same ‘language’ as the chips being studied by the group. It would have to be reprogrammed, a challenge to which the researchers were more than willing to rise. Jacobs was, of course, kept informed of their progress. He suggested a more interesting target than a car park access card: the new OV-chipkaart. It was, after all, based on the same chip, the Mifare by NXP Semiconductors. He had already approached the smartcard’s provider, Trans Link Systems, to propose a security test. The reply had been along the lines of ‘no need – we already know that it’s secure, thanks.’ He set Verdult and De Koning Gans the task of ascertaining whether this was indeed the case. Or perhaps more accurately, he instructed them to prove that it was not.


    The Dutch public transport system actually uses two types of smartcard. One is a disposable, single-journey version in which the embedded chip is the Mifare Ultralight. Like the car park pass, it merely transmits a number which is recognized by the card reader alongside the barrier. The reader then sends a signal back, invalidating the card so it cannot be used again. Verdult set up the Ghost to spoof a disposable smartcard. He was also able to program the Ghost to ignore the invalidation signal. He could therefore travel the length and breadth of the country without paying (at least until challenged by a ticket inspector.) In fact, someone else had already demonstrated something very similar, so this was not the scientific breakthrough of the century.


    The second type of smartcard in use is far more interesting. It is a plastic card with a more sophisticated chip, the Mifare Classic. This chip does not merely transmit a number but has an encryption system that uses the ‘Crypto-1’ algorithm. The card reader first sends a number to the chip. The chip applies the secret algorithm and sends the result back to the reader. Only if that result is correct – what the card reader expects – will communication continue. The Ghost did not have a ghost of a chance. But De Koning Gans managed to reprogram his Proxmark to emulate both smartcard and card reader, which would communicate with each other and look for the expected patterns ad infinitum. Although the secret algorithm remained elusive, the researchers were coming closer to finding it by the day. This was about more than cracking a smartcard and enjoying a free bus ride. It was also about proving Kerckhoff’s Principle.


    In 1883, Auguste Kerckhoff (from whom the institute takes its name) posited that a cryptosystem should be secure even if everything about the system, except the key, is public knowledge. Far too often, it is assumed that if people do not know how a system works, they cannot crack it. Most cryptographers now dismiss this ‘security by obscurity’ approach. How the system works must be public knowledge so that it can be tested. The secret of a secure system lies in the key, which must be so complex, so sophisticated, that it cannot be guessed reasonably quickly.


    The project began to attract interest from other researchers in the group. They could sense that something ‘big’ was afoot. ‘The process had its own dynamic and was not something I could control, even if I wanted to,’ recalls Jacobs. ‘But I was acutely aware of how sensitive this research was. Not only the OV-chipkaart had these chips: they were also in the passes which opened the doors of government buildings, ministries, power stations, airports and so forth.’ NXP Semiconductors had already sold over a billion chips, which were now in millions of access control and payment systems worldwide. Jacobs therefore decided to bring all researchers involved in the project together in one room. Verdult, De Koning Gans and their supervisor Garcia were joined by Jaap-Henk Hoepman, Ravindra Kali, Vinesh Kali, Ruben Muijrers, Peter van Rossum and Wouter Teepe. This was in the interests of security as much as scientific collaboration: it was essential to avoid leaks. Even their online communication was encrypted. ‘We agreed not to say anything to anyone until we could back it up with hard results: cloned cards, changing the credit balance on real cards, that sort of thing,’ explained Jacobs.


    While the researchers were beavering away in their secret den, the Dutch public was slowly but surely becoming accustomed to using the OV-chipkaart. The nationwide roll-out continued, and ever more stations, buses and trams were fitted with the card readers which enabled passengers to pay fares with a casual wave of the card. In 2005, Rotterdam achieved full coverage just as Amsterdam was beginning the first tentative trials. By 2012, the roll-out would be complete and the same smartcard could then be used on the trams, trains, metros and buses of all Dutch transport operators. The system is administered by Trans Link Systems (TLS), established as a joint venture between the five largest operators in 2001. TLS issues the cards, maintains the card reader infrastructure, and ensures that revenues are divided fairly among all operators. This entails monitoring passenger numbers on the various routes, which in turn enables services to be adapted to match supply to demand. The smartcard has brought greater efficiency and convenience for both transport operators and their passengers. And if we can pay fares simply by touching a card against a reader, why not other goods and services? A cup of coffee from the station buffet, for example: contactless payment is the future.


    The travelling public quickly embraced the smartcard. In early surveys, respondents agreed that the card is more convenient than the paper tickets it replaced, while the new barriers keep out the less desirable types who tend to congregate on metro stations. But there have also been criticisms. The Dutch Data Protection Authority (DPA) had stern words with Amsterdam’s municipal transport department which was allegedly planning to sell information about passenger movements for marketing purposes. The television news archives contain many items by reporters who spent hours at the barriers, microphone at the ready, waiting to interview passengers whose smartcards did not work at first touch. The GroenLinks (‘Green Left’) political party launched a website and invited the public to submit any complaints about the new payment system. Within a few weeks, it had received over five thousand such complaints. GroenLinks devotes particular attention to transport policy and the party took a prominent role in the parliamentary debates about the OV-chipkaart.


    Meanwhile, it emerged that the Radboud team was not alone in its concerns about the Mifare Classic. German researchers Karsten Nohl, then a PhD student at the University of Virginia, and Henryk Plotz of Hamboldt University Berlin, claimed that they had already cracked the chip. They gone about it rather differently, applying a method known as ‘chip-slicing’. By painstakingly scraping away the plastic of the smartcard one layer at a time, they revealed part of the chip’s circuitry from which they were able to recover the hidden algorithm. In December 2007 they presented their findings at the annual meeting of the Chaos Computer Club, Europe’s largest association of hackers. Or to be more accurate, they presented some of their findings; they did not disclose everything for fear of legal repercussions. Even though they had not succeeded in producing a working card, their claims attracted considerable media attention. It was now even more difficult for the Digital Security Group researchers to remain silent.


    The media clamoured for Jacobs’ comments on the German crack. Verdult, who had planned to keep his work secret until he published his dissertation, was now forced to reveal at least some of his results. After all, this team had succeeded where the Germans had failed: they had been able to clone a fully functional smartcard. Jacobs decided to give RTL reporter Koen de Regt a scoop: the Ghost being used as a disposable OV-chipkaart. Verdult himself would demonstrate it by opening the barriers at a Rotterdam metro station. Jacobs urged him to avoid making any political statements or contentious remarks. ‘Just stick to what you know,’ he advised.


    The lead story on the RTL evening news of Monday 14 January 2008 was ‘Free travel using hacked smartcard’. Koen de Regt produced an interesting report, about eight minutes long, which opens with shots of Verdult checking in and out at the barriers. Using his laptop, he tops up the credit balance on his Ghost. Next comes an interview with Jannemiek Zandee of Trans Link Systems, who vehemently insists that the card is secure. But behind her we can see Verdult strolling back and forth through the barriers ‘without let or hindrance’: no alarm bells, no error messages, nothing to alert staff. A picture is worth a thousand words.


    Questions were asked in the Dutch House of Representatives. A full debate was scheduled for Thursday 17 January, before which various experts, including Roel Verdult and Wouter Teepe, would give evidence to a house committee. All eyes were now on the State Secretary for Transport, Tineke Huizinga. She was not directly responsible for any failings on the part of Trans Link Systems because it is an independent consortium. Nevertheless, the introduction of the smartcard infrastructure had attracted significant public funding for which the government was indeed accountable. Moreover, public transport is a national interest. When so many parties are involved there has to be someone in charge. The opposition parties decided that the ‘buck stops here’ sign should be planted firmly on Ms Huizinga’s desk.


    Tineke Huizinga was relatively new to the post of State Secretary, an appointment she owed to her seniority within the Christian Union party, which had been invited to form part of the government coalition in February 2007 following an unusually protracted round of postelection negotiations. It is fair to say that she did not have a thorough grounding in the world of transport technology. And yet she was now expected to deal with a very thorny issue. Fortunately, she was astute enough to know when she needed help and sought the sage counsel of the Radboud researchers. Their advice? ‘Don’t just take our word for it – get a second opinion.’


    During the debate of 17 January, Huizinga promised an ‘action plan to restore the tarnished image of the OV-chipkaart.’ This plan would establish responsibilities with regard to security, privacy, fares, passenger convenience and, notably, ‘the manner in which the further implementation of the system is to be overseen and coordinated.’ The action plan was produced in record time (for the Netherlands), being presented barely six weeks later on 29 February. It was endorsed by transport operators and consumer organizations alike. Meanwhile, the Netherlands Organization for Applied Scientific Research (TNO) was commissioned to provide the ‘second opinion’ recommended by the Radboud researchers.


    Within a few weeks, TNO came to the conclusion that the disposable version of the smartcard could indeed be cloned with relative ease, but any fraud would quickly be identified by the underlying systems which would block the illicit card. Moreover, cloning would require some very sophisticated resources and a new ‘ticket’ would have to be produced for every journey. Even the least intelligent member of the criminal fraternity would realize that it’s not worth the trouble and expense. In short, keep calm and carry on. A similar study by the Information Security Group at Royal Holloway (University of London) arrived at the same conclusion. Its researchers had been unable to find any evidence of large-scale fraud involving the Oyster card, which was based on the same technology as the Dutch smartcard. Nevertheless, TNO recommended that TLS should have a ‘Plan B’ whereby it could quickly adopt a different type of chip should fraud become a serious problem.


    Parliament did not intend to let the State Secretary off the hook so easily. A session was scheduled for the second week of March at which Ms Huizinga would give the government’s official response to the TNO report. But events took a dramatic turn. On the afternoon of Friday 7 March 2008, the Digital Security Group successfully cracked the Mifare Classic chip. In other words, it proved that the regular OV-chipkaart was also vulnerable. An immediate announcement was planned. The State Secretary had just one day in which to prepare for the fallout.


    So, what had been going on in that secret room at Radboud? Verdult and his colleagues had been able to use their homemade smartcard and card reader to check in and out as if at a station barrier. The zeros and ones flew freely hither and thither, duly encoded and decoded using the ‘secret’ Crypto-1 algorithm. The researchers had found a way of programming a key into a blank card whereupon they could try all the various permutations: all zeros, all ones, and all the other possible combinations in between. This is called ‘reverse engineering’: by emulating the behaviour of a device you determine precisely how it works.


    Verdult kept a table tracking the input and output. There were 248 possible permutations of ones and zeros. To try them all in sequence would take about 44,627 years. However, De Koning Gans had discovered that the random number generator did not live up to its name in that it did not generate random numbers. It always started up in a certain way and over the course of two hours would go through precisely the same series of numbers. This reduced the number of possible keys to just 216 or 65,536. The team could test them all in an afternoon and be home in time for tea. The afternoon in question was that of 3 March, when the team discovered precisely how the chip processed the key. They had found the algorithm that had been kept a closely guarded secret for fifteen years. To prove it, they set about making a working OV-chipkaart from scratch. It was ready for public demonstration on 7 March 2008.


    The discovery would make a marvellous research paper for the European Symposium on Research in Computer Security (ESORIC) to be held that October. However, allowing six months for the peer review procedure, the deadline was tight. There may not be time for a responsible disclosure. The team then made yet another discovery, and one with even more serious implications. Access passes to government buildings could be cloned with relative ease. While every OV-chipkaart has its own key, the access passes were pretty much ‘standard issue’. In some cases, all passes for a particular building had precisely the same key. In theory, anyone could casually saunter into a minister’s office, a naval dockyard or the vaults of the national bank.


    Jacobs contacted the chancellor of Radboud University, Roelof de Wijkerslooth, and told him that he was about to ‘hit the red button.’ A predetermined plan was put into action. Within ten minutes, De Wijkerslooth arrived at the lab and watched as the researchers opened a supposedly secure door with a cloned card. He then phoned the Ministry of the Interior. Early the next day, the team repeated their demonstration for a delegation of cryptography experts from the National Communications Security Agency, a department of the Dutch national intelligence service, the AIVD. Although the officials did not like what they saw, they were no doubt relieved that the problem was not yet public knowledge.


    The next to be informed were the chip’s vendor, NXP Semiconductors, and TLS. The researchers had maintained contact with both following the fallout from the disposable smartcard revelations. Hans de Jong of NXP travelled to Nijmegen on the Monday to see for himself how the researchers had cloned the chip. He then had the unenviable task of explaining the situation to TLS.


    The researchers prepared a press release which they first showed to the various stakeholders. The AIVD was satisfied. NXP was rather less so, believing that the statement went into too much detail. However, NXP was powerless to prevent publication. On the Wednesday, the entire world learn how insecure the Mifare Classic chip really was. The Minister of the Interior, Guusje ter Horst, now took charge and made a statement to parliament that afternoon. This was when State Secretary Huizinga first heard of the latest revelations. Her statement on the TNO report was scheduled for the following day. Verdult and his colleagues were again summoned to give advice.


    On the Friday, senior representatives of NXP visited the Radboud researchers to discuss what should happen next. Fred Rausch, CEO of NXP Nederland, presented Jacobs with a bottle of wine and congratulated the team on their work. NXP was keen to work with them to make the chips more secure, he explained, on condition that they sign a confidentiality agreement. Jacobs refused. A confidentiality agreement would prevent his colleagues from publishing their results, which for academic researchers is the entire point of the exercise. The deadline for ESORICS was 7 July. He offered to show NXP drafts of the paper in the meantime, but only if Rausch signed a confidentiality agreement. Everyone would then have until October to take the necessary measures. Six months ought to be enough to ensure a responsible disclosure.


    The AIVD had no objection to the publication of the paper, which it believed could only benefit the security of government buildings, and found the six-month embargo perfectly reasonable. Govcert, the government’s Computer Emergency Response Team, issued a bulletin: Factsheet FS-2008-03, Security vulnerabilities affecting Mifare Classic chips in access passes. This document states that the Crypto-1 algorithm had been cracked and that it was theoretically possible to clone the access passes currently in use. It goes on to set out a number of measures which should be implemented as soon as possible because ‘the details of the vulnerabilities are to be made public within a few months’.


    State Secretary Huizinga had by now made an entire series of statements about the OV-chipkaart. On 15 April 2008, she informed parliament that she intended to follow the recommendations of the Royal Holloway report. In other words, TLS must have a contingency plan for the adoption of a new chip should there be any sign of largescale abuse. She urged caution: decisions must not be taken in haste. Any migration to a new chip should be ‘gradual, measured and deliberate’.


    For the opposition parties, already seriously underwhelmed by Huizinga’s performance, this was the final straw. On 16 April 2008, a formal motion of no confidence was tabled by Wijnand Duijvendak of GroenLinks. When I spoke to him a month or so later, he told me that he had been planning this move for some time. He was appalled by the lack of leadership the State Secretary had shown, given that she was the only person who could actually do anything about the situation. Moreover, he contended, it was only a matter of time before the mooted widespread fraud became reality. While the crack itself was not the direct cause of all the commotion, it certainly didn’t help to assuage the general dissatisfaction with the introduction of the smartcard and the performance of Ms Huizinga. In the event, Duijvendak’s motion was narrowly defeated.


    At this point, the Radboud researchers were in London. The Royal Holloway report concluded that widespread fraud was unlikely, given that the Oyster card had been in use for several years without being cracked. Here was a challenge! The team found a quiet London Underground station and worked their magic with the Ghost and the Proxmark. They were able to check in and out (or ‘touch in’ as Londoners call it) and manipulate the credit balance at will. Satisfied, they headed back to the airport. In the departure lounge they saw a Perspex container bearing the logo of a children’s charity. ‘Give us your used Oyster card and support a good cause!’ Hmm…why not top up their card with a few hundred thousand pounds and slip it in the box? Very tempting, but they had a plane to catch.


    Back in the Netherlands, the researchers start working on the first draft of their paper, Dismantling Mifare Classic. Roel Verdult can finally finish his thesis Security analysis of RFID tags, the foreword of which states, ‘the process during my Master thesis was an experience I will never forget’. What unforgettable experience is this? The commotion surrounding the OV-chipkaart crack? No: Verdult is referring to his struggles with the Ghost, the difficulty he had getting it to work at all, and how happy he was when he finally had the chance to test it in practice. The rest of the thesis describes how Verdult and his friendly Ghost uncovered various security vulnerabilities in RFID chips. Rather than describing the problems with the Mifare Classic, he very properly refers to the forthcoming ESORICS paper.


    Roel Verdult submitted the final version of his thesis on 25 June 2008. Little did he know that another unforgettable experience was about to begin. That was the very day that Jacobs received a letter informing him that NXP intended to take legal proceedings against Nijmegen University and the professor himself.

  


  
    3. Crypto is not a cultural expression: disclosure is


    NXP versus Jacobs and Radboud University


    On 25 June 2008, Professor Bart Jacobs received a letter from Fred Rausch. Having finally agreed to sign a confidentiality agreement, the NXP director had been shown the draft of the ESORICS paper. Although Jacobs had not actually set pen to paper himself, he was credited as co-author in case he was required to act on behalf of the research team at a later date. It appears that that later date had now arrived, since Rausch addresses his letter to Jacobs in person.


    He demands that Jacobs refrains from publication, contending that the paper contained confidential information which would harm his company’s commercial interests if made public. ‘The university must not think that it can reveal anything it chooses with impunity, and with no regard for the adverse impact to third parties or society at large. Surely you would not publish details of how to make chemical or nuclear weapons? There are other ways in which to create awareness of potential security flaws. NXP is willing to sign a statement confirming that the researchers have succeeded in cracking our chip. If you nevertheless proceed with this irresponsible publication, we intend to seek reparations. We will proceed vigorously against Prof. Bart Jacobs and Nijmegen University, jointly and severally, to claim recovery or restitution for harm or injury, damages or equitable relief.’


    The university replied, pointing out that NXP had been aware of the chip’s shortcomings for some time and that alternative security measures had been available all the while. ‘The intrinsic weaknesses of the chip identified by the researchers suggest at the very least that NXP has failed to meet the level of security which its resellers, agents, clients and end users are entitled to expect. Any party which continues to offer a deficient product is in no position to complain if a reputable scientific organization proceeds to bring the shortcomings to the attention of the general public, not least when it is able to substantiate its findings in a way which satisfies the most rigorous evidential standards.’


    The university declined NXP’s offer of a signed statement because it would not have the same impact as a published scientific paper. Findings must be backed by verifiable evidence. The university’s letter goes on to state that if NXP believed publication to be unlawful, it must refer the matter to the courts. And that is precisely what NXP did, applying for a restraining order. The hearing was scheduled for 10 July and the court would issue its ruling on 18 July. This was a few days after the publication deadline, but the researchers were allowed an extension to await the outcome.


    For anyone researching controversies of this nature, the court transcripts are a rich and very interesting source of information. Neither side left any stone unturned in their efforts to prove their case. We learn what case law has been invoked, we read about the events and the actions of the various people involved. Private correspondence such as the letters paraphrased above were neatly documented for public consumption. And because evidence was given under oath, we can be reasonably sure that it is the truth, the whole truth and nothing but the truth. The ruling handed down by Judge R.J.B. Boonekamp of the District Court of Arnhem on 18 July 2008 can therefore be regarded as an important historic document in relation to this case.


    We can reconstruct the hearing itself as follows. First, counsel for NXP presented his client’s demands the researchers must refrain from publishing their paper or pay a penalty of one million euros. The university must also ensure that no one, including the reviewers of the paper, divulged any information about the crack. The algorithm must remain secret, as must the method by which it was discovered. Counsel added weight to these demands by referring the court to various statutes and case law in intellectual rights, copyright, commercial confidentiality, privacy, the law of torts, unreasonable action, computer misuse, and the restriction of freedom of expression when justified by the public interest. The defence must then rebuff these submissions. Counsel for the university contended that an algorithm cannot be protected by intellectual property rights, and neither is it subject to commercial confidentiality. Moreover, the law with regard to freedom of expression was very much on their side, given that the public interest would be served by the disclosure of the shortcomings for which the chip’s manufacturer, NXP, is solely responsible.


    I wish to examine the arguments put forward by NXP’s counsel in detail, since all are relevant to the concept of responsible disclosure. First, intellectual property rights, and specifically copyright. Counsel suggests that the Crypto-1 algorithm meets the criteria for protection under Article 10 of the Dutch Copyright Act of 1912 (amended 1994) because it has ‘a unique and original character’ and ‘bears the personal mark of the author.’ NXP produced a statement by someone claiming to be that ‘author’. His or her identity was not revealed. It appears to be someone who, when working for Philips some twenty years earlier, devised a snippet of computer code and was now asserting that it represented a creative endeavour, a work of art or a ‘cultural expression’. If the court agreed, Radboud would have breached copyright. Moreover, the university deliberately circumvented ‘effective technical measures’ intended to protect the author’s rights.


    The defence asserted that there was absolutely no question of the algorithm being protected by copyright. ‘An algorithm is nothing more than an arithmetic or logical formula which is applied to a sequence of numbers. There is no creativity involved. The choice of an algorithm is banal or trivial, entirely arbitrary and at best based on practical considerations such as the rapidity of calculation, the technical specifications of the equipment concerned, the level of security required, user convenience and other conditions of a purely technical or functional nature.’ Counsel for the defence then went on to point out that the intended publication did not reveal the algorithm itself but merely described the method by which it was recovered.


    Judge Boonekamp agreed. Although the statement asserting authorship claimed that certain ‘subjective’ choices were made, it involved merely a formula and not a ‘cultural expression’. The defendants had no intention of publishing the algorithm itself, whereupon there could be no violation of Article 12 of the Copyright Act. By extension, the second argument (breach of commercial confidentiality in contravention of Article 273 of the Netherlands Criminal Code) was also dismissed.


    So far so good, but even the most optimistic litigant would have set little store by these rather flimsy arguments. There was more to come. Next, NXP alleged that the Radboud researchers had committed an ‘unlawful and unreasonable action’ which they knew, or could reasonably assume, would cause loss, damage or injury to others (contrary to Book 6, Article 162 of the Netherlands Civil Code). The researchers stood accused of ‘abetting the misuse of computer security systems by letting third parties have relevant knowledge and access to certain rudimentary resources.’ They were therefore accessories to the offence of computer misuse (Criminal Code Art. 138a).


    In relation to the civil claim, counsel asserted that publication of the paper would entail significant additional expenses for NXP. In the normal course of events, it would take the company two-and-a-half years to redesign and retool its production processes. If confidence in the existing chip were destroyed, the process must be undertaken in a fraction of that time. It was also possible that the current users of the chips, of whom there were tens of thousands, would seek compensation from NXP. Lastly, the company could expect a significant fall in sales and revenue, as well as damage to its good name and reputation. Hence the penalty of one million euros it had demanded.


    We now arrive at the argument of greatest relevance in the context of this book: freedom of expression. The European Convention on Human Rights states: ‘Everyone has the right to freedom of expression. This right shall include freedom to hold opinions and to receive and impart information and ideas without interference by public authority and regardless of frontiers’ (Article 10 paragraph 1). However, this right is not unconditional. Article 10 has a second paragraph, even longer than the first: ‘The exercise of these freedoms, since it carries with it duties and responsibilities, may be subject to such formalities, conditions, restrictions or penalties as are prescribed by law and are necessary in a democratic society, in the interests of national security, territorial integrity or public safety, for the prevention of disorder or crime, for the protection of health or morals, for the protection of the reputation or rights of others, for preventing the disclosure of information received in confidence, or for maintaining the authority and impartiality of the judiciary.’ This second paragraph was germane to the NXP case. Not only were its own (commercial) interests at stake, publication of the researchers’ findings would have a serious adverse impact on all organizations which used the Mifare Classic chip in their security systems, and would therefore undermine the very fabric of society. The public had already been informed that the chip was not entirely secure. Why publish further details?


    The defence denied abetting criminal activity. The actual intention was to demonstrate Kerckhoff’s principle and to show that ‘security through obscurity’ is ineffective. The team’s paper did not offer detailed instructions for cracking or cloning the chip. It did not even specify the equipment needed to send and receive the RFID signals. It was a scientific paper, the technical nature of which demanded substantial prior knowledge on the part of the reader. But most importantly, the risk of any loss or damage was entirely due to the weaknesses in the design of the chip, for which NXP was solely responsible. The people who revealed those weaknesses could not be held to blame. The public interests would be served only if ‘the problems are described in a verifiable manner’ and ‘the same or similar design faults are avoided in future.’


    Judge Boonekamp produced a balanced summing-up. ‘When one discovers a security problem, one faces the dilemma of what to do with this knowledge. Immediate publication could indeed damage or undermine various interests. Maintaining a prolonged silence will usually lead to a very slow response, whereupon the possibility of abuse or misuse will persist. Within the computer security community, it is usual to announce the discovery of a security flaw after a brief interval, intended to provide reasonable balance. This is the approach that has been adopted in this case.’ The ruling goes on to note that Jacobs and De Wijkerslooth informed all concerned in a timely manner and with due diligence.


    The judge found that publication of the paper did not constitute an ‘unlawful and unreasonable action’ and neither did it incite or facilitate any criminal offence or civil tort. The paper does not provide a set of instructions for hacking. Rather, its publication would serve to improve the security of electronic systems, as the experts of the AIVD had already stated. Judge Boonekamp was clearly unimpressed by the doomsday scenario presented by NXP. The main threat was to the commercial interests of the chip manufacturer. If there was indeed any loss or damage, it could only be attributed to the shortcomings in its product, not the efforts of the researchers who had acted in good faith throughout. The court therefore declined to issue a restraining order and ruled in favour of the defendants. NXP was ordered to pay costs of 7570 euros.


    The researchers were no doubt extremely relieved, to say nothing of De Wijkerslooth. The paper could be submitted forthwith. Perhaps more importantly, the principle of academic freedom had been reaffirmed. The case had established an important precedent, one on which everyone who wished to draw attention to a security problem in a responsible manner could call. Cracking cryptography was not a violation of intellectual property rights or confidentiality, and neither was it an unlawful act. In other words, hacking could be regarded as permissible provided the intention was to serve a higher social purpose and the resultant disclosures were made in a responsible manner. That is how case law works: ethical hackers can invoke this precedent in future should they find themselves in hot water.


    Although Roel Verdult had still not received his master’s degree, his work on the OV-chipkaart earned him the title of ‘Student of the Year’, an award sponsored by Science Guide. The journal’s report of the presentation ceremony, held in Amsterdam on 13 November 2008, provides some background information about the winner. We learn that Verdult did not show particular academic promise as a child. He struggled to overcome dyslexia and eventually gained entry to university to study Computer Science before being invited to join Jacobs graduate school. A packed audience listened as one of the most prominent scientists in the country, Prof. Robert Dijkgraaf, praised the creative, innovative and responsible way in which Verdult had investigated the vulnerabilities of the OV-chipkaart, noting the public commotion his efforts had caused. Also present was Gerard Kleisterlee, CEO of Philips, the company of which NXP was once part.


    Kleisterlee had been invited to hand over a cheque to a promising start-up company. However, he decided to take the opportunity to give his own views on the smartcard debacle. Basically, he suggested that all the attention by the media and parliament had been seriously ‘over the top’. Yes, there may have been some ‘teething problems’, but nothing to get wound up about. And even if someone did manage to show that not everything works perfectly at first, so what? Who in their right mind would bother trying to crack such an everyday object anyway? Perhaps Kleisterlee did protest too much: Science Guide’s report quotes a foreign visitor who told Verdult’s parents, ‘You should be proud of your son. He must really have scared the shit out of the top people at Philips!’


    Kleisterlee’s apparent insouciance was typical of many of the people involved in the smartcard’s introduction. On 28 May 2009, I interviewed Pedro Peters, director of the Rotterdam Transport Authority (RET). He had been involved in setting up the TLS consortium, the other members of which are the national rail company NS, GVB (Amsterdam), HTM (The Hague) and bus company Connexxion. All were keen to see paper tickets replaced by a system which would enable costs and revenues divided more equitably. There would be another significant benefit for RET, in that it could install barriers on its metro stations to keep out fare-dodgers and other unsavoury types. Peters was enthusiastic; Rotterdam was the first city to adopt the new card.


    As Pedro Peters spoke, my eye was taken by the boxes just behind him. They appeared to be filled with ‘strip tickets’, the now-obsolete predecessor of the OV-chipkaart smartcard. In fact, these were counterfeits, produced using the type of printer that can be purchased from any computer store. A very low-tech hack. ‘All this discussion about privacy and cracking the card strikes me as luddite. People are scared of change. They use every little incident as an excuse to cling to the good old days. The crack is the most ridiculous part of all this. OK, it’s good that the researchers showed it to be possible and we were happy to cooperate. But it’s just not interesting for the criminals.’


    Peters had a point. The chip can be cracked, but at great expense – far more than one could ever save by making free trips to the far reaches of Rotterdam’s metro system, or anywhere else in the country. The TNO report had already made this clear. The potential fraud would not place anyone’s commercial interests at risk. Peters went on to explain that the TLS administrative systems monitor every transaction. If there is any suspicious activity, the card concerned is blocked within 48 hours. Only a few instances of suspicious activity had been flagged thus far. In January 2009, a journalist from RTV Rijnmond had made several journeys over the course of two days using a smartcard which Radboud University had given an ‘inexhaustible’ credit balance of just one euro cent. The administrative systems had noticed this immediately but assumed that it was a rounding-up error.


    TLS incurred significant costs due to the Radboud crack, Peters explains. ‘The roll-out was delayed by a year because the State Secretary would not allow us to phase out the paper tickets. Having to maintain the two systems side-by-side cost us an extra eight million euros. We also lost revenue because we could not stamp out fare-dodging. The costs were out of all proportion to any potential risk. Just compare the vast amounts lost to fraud with credit or debit cards – but of course no one ever does.’


    Similar frustrations were vented by Mcom (Mobility Commerce Service B.V.), the company that provides the card reader terminals and communication with the central TLS databases. I met with its director, Peter van Dijk, who saw the roll-out of the OV-chipkaart as a way of winning public support for new electronic payment systems. Previous attempts to promote a cashless society, such as the banks’ Chipknip card, were unsuccessful because they remained a niche, take-it-or-leave-it product. The OV-chipkaart is different: people cannot use public transport without it. High penetration is assured. Once everyone has a card, other types of service provider could start to accept it: the refreshment counters on platforms, for example. However, this would require the Dutch central bank (DNB) to recognize the card as a cash equivalent. It would be very unlikely to do so following the crack. A missed opportunity indeed.


    State Secretary Huizinga announced an action plan for the migration to a more secure chip in November 2008. There were several changes of government to follow, and indeed a lengthy period with no government at all. Political decision-making was extremely slow and little progress was made until the media once again became involved. In a news item broadcast on 24 January 2011, journalists Brenno de Winter and Jeroen Wollaars were shown using a manipulated card to pass station barriers unchallenged. The Minister of Transport, Melanie Schultz van Haegen (in office only a matter of weeks), promised that a new chip would be introduced immediately.


    And what about the people involved in the crack? Bart Jacobs acquired fame as a security expert whose comments were invited whenever a new hack or crack came to light. The other researchers continued their already illustrious careers in cyber security. Gerard de Koning Gans was awarded his PhD and is now with the national High Tech Crime Unit. Roel Verdult successfully defended his doctoral thesis in mid-2015. But as we shall read in Chapter 16, his work on cracking vehicle immobilizers was somewhat less well received.

  


  
    4. Leaking like a sieve


    Journalists test TLS back office with anonymous cards


    As the case of the OV-chipkaart unfolded, journalist Brenno de Winter spent many long hours attending the parliamentary debates, on which he reported for the online news site Webwereld. For much of this period, the Netherlands had a ‘caretaker’ government, unable to make any far-reaching decisions. However, the issue continued to dominate parliamentary debates, and particularly the meetings of the cross-party standing committee on transport. At one such meeting, Bart Jacobs was asked for his views on the OV-chipkaart. He described it as ‘an open wallet’ but, De Winter reports, was not taken seriously. A spokesman for TLS said that the chip was not susceptible to fraud, even with the vulnerabilities now known. The TLS back office systems monitored all transactions, immediately blocking any suspect card. Brenno de Winter was not convinced. He knew that someone had been prosecuted for card fraud in 2010 and sentenced to sixty hours’ community service. He made a Freedom of Information request for the relevant documents.


    When this approach did not have the desired effect, De Winter decided to test the back office systems for himself. He obtained an RFID card reader, downloaded the software needed to manipulate the credit on a disposable smartcard, and proceeded to enjoy three weeks of unlimited free travel. Having first published a ‘Beginner’s Guide to Cracking the Public Transport Smartcard’ in the magazine PC-Active, he invited various ‘accomplices’ to join the experiment. They included Socialist Party MPs and fellow journalists from Webwereld, RTV Rijnmond, NOS and the national newspaper Trouw. After several weeks, only one of the ten smartcards they were using had been blocked, and only on the rail system. It could still be used on buses and metros. Now this was newsworthy! De Winter and television journalist Jeroen Wollaars filmed a report.


    On the NOS evening news of 25 January 2011, the two men are seen on various railway stations, using a laptop to top up their cards’ credit balance and passing all barriers unchallenged. The experiment is presented as little more than a light-hearted prank. The fare-dodgers manage to avoid the ticket inspector on the train itself. We then see a short interview with Anita Hilhorst of TLS, who states that the organization is aware of the fraud but has not yet blocked the cards because an investigation by the Public Prosecution Service is ongoing. The interviewer seems incredulous. If someone is using an anonymous, disposable card, how can the authorities trace him or her? ‘That’s something that only the Public Prosecution Service knows,’ Hilhorst replied.


    The next day, parliament called an emergency debate. Speed is of the essence, since paper tickets are to be abandoned in favour of the smartcard just a week later. Is the new system really secure enough? Melanie Schultz was now the minister responsible. She had the rest of the day in which to prepare a written statement. A ‘consultation’ at which members could submit questions to the minister was scheduled for the following day, 27 January. Most questions related to the financial aspects: how must had the system cost and how much had been paid from public funds? I shall confine myself to what was said about the card’s security and the recent hack.


    The first to speak was Farshad Bashir, one of the Socialist Party MPs who had travelled using a manipulated smartcard. He reminded the minister that she had described the card as ‘leaking like a sieve’ and thus appeared to be distancing herself from the dismal legacy left to her by previous governments. ‘I can imagine that the minister wakes up every morning shaking and screaming at the thought of the dramatic developments surrounding the OV-chipkaart. Perhaps she would like to share with us?’ he asked thoughtfully. Bashir proposed a solution. ‘Will the minister insist that the new card is based on open source technology? This would assure that computer experts will work to improve its security rather than the card remaining just a challenging puzzle which everyone is intent on solving.’ ‘Open source’ means that programming code is made public and can therefore be tested by anyone. Hackers prefer open source coding (for obvious reasons), while companies often prefer to keep their source code confidential.


    Bashir’s advocacy on behalf of helpful hackers was interrupted more than once. Every time he used the words ‘computer experts’, Charlie Aptroot (VVD) interjected, ‘and Socialist Party members!’ When Aptroot was finally called upon to speak, he said that he had no objection to the thrust of Bashir’s message, but he does indeed object to a member of the House taking part in fraudulent activity. Bashir replies: ‘We were given certain information by investigative journalists and wished to ascertain whether this information was accurate.’ The Speaker of the House put an end to this exchange by announcing that the matter had been reported and that is was for the appropriate authorities to decide whether any charges should be brought.


    Jacques Monasch (PvdA, Labour) had already made up his mind: hacking the card was unquestionably a criminal offence. He asked the minister what arrangements were in place for the investigation and prosecution of fraud. Ineke van Gent (GroenLinks) took a more charitable view. She preferred to think of the hackers as latter-day provos (a reference to the political counterculture of the mid-sixties), who stop at nothing to lay bare the government’s failings. ‘A hacker or a journalist whose mission is to demonstrate that the card is vulnerable must not attract our opprobrium but our gratitude. Don’t shoot the messenger!’


    Maarten Haverkamp (CDA, Christian Democrats) described the roll-out of the OV-chipkaart as a ‘learning process’, adding ‘I would like to compliment all those who have given up so much of their time to demonstrate that, if you look hard enough, there is still some room for improvement.’ Haverkamp did not fear widespread fraud because, ‘I am the proud owner of a smartcard reader. I bought it long before the current interest in such devices. I am willing to admit to this House that my IT expertise falls far short of being able to crack the OV-chipkaart.’


    Haverkamp was implying that very few people were able to crack the card even if they wanted to. Léon de Jong (PVV) disagreed. ‘I looked on the internet. The software is now in the top hundred on all the main download sites. I have also just been told that there has been a run on the hacking devices, which are now sold out.’


    The debate now considered the likely extent of fraud and what, if anything, should be done to prevent it. Minister Shultz assured the House that a new chip was on its way. ‘I’m almost afraid to name it, because once I do the crackers will go to work again. But it is the SmartMX.’ Unlike the Mifare, this chip was indeed open source. With regard to the recent crack, the minister added, ‘If you use public transport without paying, and if you mislead others by acting as if you have paid, that is a criminal offence. You are trying to “buck the system”. I can appreciate that there can be motives other than the financial, but when you entice others to do likewise, you are acting in a culpable manner.’ Ineke van Gent then asked whether the minister would consider employing hackers to test security. No, was the answer, as TLS already had experts on its staff. Moreover, it was a private consortium. It is not state owned, and the government therefore has no say in its personnel policy.


    The minister explained that the new chip would not be introduced ‘in one fell swoop’. Existing cards would be replaced as they expired. In the meantime, there would indeed be some risk of fraud but the same could be said of chip-and-pin cards, and certainly the former paper ‘strip ticket’. The planned roll-out would continue and any fraud would be dealt on a case-by-case basis. Christian Union leader Arie Slob asked how seriously the authorities would take fraud; was prosecution a priority and what penalties were the courts likely to impose? The minister replied that she did not have this information to hand. On further prompting, however, she recalled the case of a man who had been prosecuted for smartcard fraud in 2010. When Mr Slob refused to let the matter drop, she conceded, ‘Alright, I will say it on the record: sixty hours’ community service!’


    As the Speaker of the House had intimated, TLS had indeed made a formal complaint. Brenno de Winter was invited to ‘assist police with their enquiries’ on 22 June, three days prior to the broadcast. He later told me that the interrogation had lasted four hours and that he had found it very ‘heavy’. In the Dutch legal system, prosecution is not automatic. All the facts are presented to an ‘examining judge’ who determines whether the case is likely to stand up in court, and whether prosecution is in the public interests. This process culminates in a ‘disposal report’, which may announce the intention to take the matter to court or may propose an alternative settlement, usually the uncontested payment of a fine. It might also absolve the alleged offender outright. Brenno de Winter sent me a copy of his disposal report, dated 5 September 2011, from which we can reconstruct the course of events and the examining judge’s line of thinking.


    According to TLS’ complaint, its Clearing & Settlement department identified a number of suspicious transactions on 12 January 2011. The information reported by several smartcards suggested that they were used to travel between The Hague and Amsterdam, yet the balance on the card had not been debited by the appropriate fare. CCTV footage showed De Winter checking in and out of stations at the exact times of the alleged offences. This was firm evidence that he had travelled without a valid ticket. Of course, his own news report proved exactly the same thing – and in high definition, with a stereo soundtrack. He now faced various charges including computer misuse (Art. 138 of the Netherlands Criminal Code), and ‘production or possession of any article for use in the course of or in connection with theft or fraudulent activity’ (Art. 232). The maximum penalty for computer misuse is four years’ imprisonment, while ‘going equipped’ (as it is more conveniently known) carries a maximum penalty of six years.


    As in the case of NXP vs. Radboud, the European Convention on Human Rights provided a promising line of defence. In fact, a journalist enjoys even greater protection than most, since it is not only his freedom of expression which is at stake but also the freedom to ‘receive and impart information and ideas without interference by public authority and regardless of frontiers’. The examining judge could draw on an interesting precedent. Not long before De Winter’s case was brought to his attention, another investigative journalist, Alberto Stegeman, gained access to a secure area of Schiphol Airport using a forged employee pass. His intention was to highlight shortcomings in security. Although he committed several criminal offences and was duly prosecuted, the court accepted that he was ‘pursuing a higher social purpose’ and that he had acted ‘conscientiously and with integrity’. He was acquitted on all counts.


    If De Winter was to avoid prosecution, he would have to fulfil the same criteria. First of all, was he a bona fide journalist? The examining judge accepted that he was: he had been investigating the workings and weaknesses of the smartcard for some time, and had published his findings in various media. Had he acted conscientiously and with integrity? Again, the answer was in the affirmative. De Winter had used the fraudulent card for only a very brief period, and often together with a valid ticket. TLS had therefore suffered only minor loss of revenue. Moreover, he had promptly reported his findings to TLS and invited their response. The only possible quibble was that his reports and articles had not stressed the illegal nature of his actions. He had failed to warn his viewers and readers that they should not attempt to do the same.


    And then there was the million-dollar question. Had De Winter been working in the public interest? Was there a higher social purpose? TLS thought not. It was already known that the smartcard could be cloned; this was nothing new. De Winter disagreed. He had done something that had taken Radboud University over a year to achieve. He had shown that, with state-of-the-art equipment, virtually anyone could do the same. Moreover, he wanted to disprove TLS’s claim that its back office systems can prevent fraud. The examining judge decided not to pursue this particular avenue but to base his decision on the effect of the journalist’s actions. The news item had prompted an emergency debate at which the minister had announced that production of a more secure chip would begin in late 2011. This outcome was a matter of the public interest and was a direct result of De Winter’s efforts. There was no case to answer.


    In 2010, TLS was given a government grant of 6.7 million euros towards the cost of adopting a more secure chip. In the event, the choice fell not to the SmartMX, as announced, but to the Infineon. With its open source algorithm, the Infineon could be tested by anyone: Kerckhoff’s principle at work. Each card would have an individual key so complex as to be impenetrable by guesswork alone. But the new chip could not be introduced overnight because several million smartcards were already in circulation. Only once these cards expired would they be replaced by the Infineon version.


    How long would fraud remain possible? The Mifare Classic smartcards were issued in 2011 and were valid for five years. So, it would be at least 2016 before all had been replaced and TLS could modify the card readers to accept only the Infineon. Until then, TLS’s only option was to track the movements and balances of each card, block any which appeared to have been used fraudulently, and report the matter to the police. In theory, it remained possible to avoid paying fares for at least two days. When I asked TSL whether fraud was an ongoing problem, spokesperson Anita Hilhorst assured me that only a few cards were blocked in any month. All had the Mifare chip rather than the new Infineon.


    De Winter asked the PPS to provide the complete case file, as he wished to ascertain whether investigators had used methods which are likely to hamper journalists in their work. His request was refused. He must content himself with the disposal report and the examining judge’s findings. De Winter had experienced a difficult few months. He was to face another challenge. The DigiNotar affair prompted him to launch ‘Lektober’, an information security awareness campaign. Every day for a month, he named and shamed a website or computer system with serious security problems.

  


  
    5. @brenno and the superhits


    Webwereld shakes the Netherlands awake with a month of security warnings


    Late in the evening of Friday 2 September 2011, Brenno de Winter was walking through the Media Park in Hilversum. His presence was fortuitous, since NOS had a breaking story and urgently needed an IT expert to comment. The Minister of the Interior, Piet Hein Donner, had called a press conference. Clearly, he had something very important to say because it was scheduled for 1 am. At the appointed hour, the minister started to read a prepared statement:


    ‘An investigation by cyber security firm Fox-IT reveals that DigiNotar certificates have been compromised. This means that visitors to government websites can no longer be certain that they have indeed accessed the intended service and that information is being exchanged securely. When opening such a website, users may see a warning to the effect that the site is no longer reliable.’


    The government must now install new certificates as a matter of urgency. It intended to assume full responsibility for site management until the matter had been resolved. Journalist Jeroen Wollaars asked Mr Donner just how serious the hack was. The minister did not have a ready answer, saying only that the investigation was ongoing.


    Back in the studio, Brenno de Winter was asked to explain the situation. He did not beat about the bush. This was the latest in a long line of screw-ups in public-sector IT projects. He was particularly annoyed that there is never a back-up plan.


    DigiNotar is a Dutch company which issues security certificates to websites throughout the world. When a user opens one of these sites, the browser cross-checks the certificate with DigiNotar. Provided everything is as it should be, the familiar padlock symbol appears, indicating a secure connection. But DigiNotar itself had been hacked. Third parties could produce their own certificates and make fake sites, indistinguishable from the real thing. Online communication can no longer be trusted. The inconvenience is considerable and there are serious implications in terms of privacy. There are many other providers from whom the government could have purchased spare certificates for use in just such a situation. It did not do so. There was no Plan B.


    The hack was possible because system security at DigiNotar was risibly poor. There was no separation of the servers on which various types of certificate were stored; everything was accessible using the same password. The many shortcomings were discovered by security consultants Fox-IT. A few days before the public announcement, they confirmed that hackers had produced false certificates for Gmail in Iran. Analysis of IP traffic revealed that the emails of some 300,000 Iranian users could be intercepted at will. Exactly who could do so remained unclear. Further investigation revealed that the certificates for DigiD had also been compromised. DigiD is the log-in system for all web-based ‘e-government’ services in the Netherlands: from local authority rates departments to the national Tax Administration and the employee insurance agency which administers welfare benefits, and many, many others. Minister Donner put the figure at several hundred sites.


    The government placed its trust in a provider of security certificates whose own security could not be trusted. The Fox-It findings sparked a long series of discussions in the media and parliament about the government’s role and responsibilities in digital security.


    Hackers also joined the discussion. On 17 September 2011, several journalists and the Parliamentary Standing Committee on Home Affairs received a communication headed Urgent Letter from the National Hacking Community on the subject of governmental IT security. It was signed by Koen Martens on behalf of the Hackerspace Collective. He was speaking for a long list of groups, all with the sort of name that annoys my spell-checker: Hack42 (Arnhem), ACKspace (Heerlen), TkkrLab (Enschede), Bitlair (Amersfoort), Randomdata (Utrecht), Frack (Leeuwarden), Sk1llz (Almere), eth0, 2600nl.net and HXX. Martens himself is the founder of Revelation Space, based in The Hague.


    Hackerspaces are clubs at which meet, collaborate and learn the latest hacking techniques from each other. For obvious reasons, they tend to keep a low profile. Now they were directly engaging with the media, parliament and the wider public because, in Martens’ words, ‘we hackers are fed up to the back teeth seeing such basic mistakes being made whenever the government implements a new IT system. They put people’s privacy at risk, and in some cases people’s lives’


    The letter cites DigiNotar and the OV-chipkaart smartcard as examples of systems with serious security flaws. ‘These were not complicated hacks, but the result of simple errors that people without any in-depth knowledge or training can exploit. Everything you need can be readily found on the internet. The most basic security principles are being ignored. There is a blind faith in technology that is rooted in an inadequate understanding of the risks. The hacking community feels obliged to tackle these problems. However, there is currently a climate in which the “messenger” is punished and the system owners are not held accountable for their negligence. We are therefore reticent to share information about the security flaws we find.’ The letter concluded by stating that the hackers had knowledge and skills which they would be willing to place at the disposal of the people’s elected representatives.


    Brenno de Winter received a copy of the letter and decided to sound out the opinions of the politicians. He found several who were willing to accept the hackers’ offer of help. Pierre Heijnen (PvdA, the Labour Party) went so far as to suggest passing a law to provide formal immunity, since ‘these whistleblowers should be protected, not prosecuted. They are revealing the failings in our IT systems.’ De Winter mentioned Heijnen’s proposal to the representatives of other parties. Most saw its merits. De Winter calculated that at least 120 members were in favour, which meant that a bill had a good chance of a first reading, the initial step on the path to becoming legislation. In the event, no bill was forthcoming.


    De Winter was invited to give evidence to the House Standing Committee. He suggested that the ongoing problems were because public sector managers knew little or nothing about information security, and more importantly, they did not seem to care. Security was not a priority. He then announced a plan that he had been hatching for some time. Every day for a month, he intended to name a website with serious security flaws. Everyone would then realize just how bad the situation is. He had often been approached by hackers who had discovered leaks but were reticent to disclose them. He too had doubted the wisdom of doing so, given the risk of police action or at least public disapproval. But the time was now ripe.


    October 2011 will be remembered as ‘Lektober’. De Winter’s ambitious plan was far too much for one person working alone, so he joined forces with the news blog Webwereld. He already knew of several vulnerable sites but when the blog announced the campaign in the last week of September, the reports flooded in. He now had some five hundred to choose from. He produced a shortlist of 28 disclosures: one every day for a month (with weekends off).


    Leak 1 was brought to his attention by Wouter van Dongen, whom we shall meet in Chapter 6. He had recently started his own company and part of his market research involved analysing the websites of Dutch local authorities, the administrative ‘municipalities’. He found many which were vulnerable to SQL injections and Cross Site Scripting. SQL stands for Structured Query Language: the language with which a website communicates with an underlying database. On the public website there is often a field into which the user can enter plain text such as his name. If you insert or ‘inject’ SQL code instead, you may find that you can access the underlying database. You could then search for a name and retrieve all sorts of personal information. You could modify that information, or you could instruct the database to create an ‘admin’ account with which you can take control of the entire website.


    Cross Site Scripting, or XSS, is a similar technique. It involves entering code into the ‘wrong’ parts of webpages, such as the address bar or in the cookies which your own computer sends to the site. It then becomes possible to hijack another user’s session with the site, impersonating that user or the site itself. This type of vulnerability has been well known for many years, as have ways to prevent it being exploited. The website can be set up to intercept or ‘filter’ malicious code, for example. Many of the websites reported to De Winter had not taken such measures. In October 2011, SQL injection and Cross Site Scripting were the two most common types of exploit – and they remain so today.


    De Winter’s article explains how Van Dongen had used these exploits to steal another user’s DigiD log-in information. Although the vulnerability was in a municipality’s website, De Winter points the finger of blame at Logius, an executive agency of the Ministry of the Interior which is responsible for administering the DigiD system. Logius should have checked whether it was possible to manipulate the URLs, whether scripts could be included in cookies, or whether a session could be intercepted in any other way. Although a checklist for local authority websites was available, it made no mention of security. De Winter concludes: ‘This is not the first time that Logius has attracted criticism for poor security. Precisely a month ago, the organization issued a statement in response to the DigiNotar crisis, in which it concluded that there was no reason to doubt the integrity of the PKI security certificates in use. This was untrue, given that the PKI systems have been cracked by the same hacker.’


    This article concludes with an announcement: ‘The DigiD leak is just a “warm-up” for Lektober, during which Webwereld will disclose a serious privacy breach every day for a month. We wish to draw attention to the poor security of sensitive private information within the semi-public and private sectors.’ Among the websites selected for the campaign were:


    •Erasmus University Medical Center (SQL injection)


    •The Council of State (user passwords accessible)


    •BOVAG (automotive industry federation, whose systems include information about vehicle registrations, inspection results, etc.)


    •The City of Eindhoven (named Lektober Champion of Champions!)


    •A flying school website (through which private user information including criminal records could be accessed)


    •Utrecht University (involving the personal records of tens of thousands of students)


    The number and diversity of the organizations concerned created the impression that practically every website in the Netherlands could be, or had been, hacked. The majority of these websites had been online for some time and had never been updated to include security measures which would prevent SQL injection. Perhaps no one had ever examined whether cookies could be tampered with, or whether sessions could be hijacked using Cross Site Scripting. The articles accompanying the disclosures did not reveal the hacking techniques used; the focus was on the type of data that could be accessed. Some sites leaked tables of names and addresses, or lists of usernames and associated passwords. Some leaked financial or medical information that a user had entered on a previous visit. In every case, however, it was personal, private information which could belong to you or me.


    The organizations responsible for the websites were invited to respond. Some were defensive, denying that any problem existed, while others were grateful for the information. In most cases, the holes were plugged before the details were published. Only three of the reports were attributed by name. All others were credited to ‘a source’, ‘a hacker’ or published under the generic by-line Pompidompidom (‘Tum-tee-dum-tee-dum’).


    How did De Winter and Webwereld ensure that the disclosures were responsible? What code of ethics did they apply? De Winter states that every vulnerability was reported to the website’s owner before any further action was taken. This was a mammoth undertaking. He had already received 480 reports at the beginning of the month, to which a further 317 would be added. They contacted Govcert in advance. The Association of Netherlands Municipalities (VNG) approached Webwereld on its own initiative, having been made aware of possible disclosures by Van Dongen’s recent research. Many disclosures could therefore be dealt with ‘behind the scenes’. The Lektober articles were concerned only with websites which handle personal information, whereby a security problem is also a privacy issue and hence a matter of general public concern. Many of the reports related to websites which handled particularly sensitive medical information. However, the journalists were keen to present a good mix: large and small organizations, government departments and private sector organizations. Their readers must be made aware that this is not ‘someone else’s problem’: it could be you.


    The original plan was that De Winter would write all the articles himself, but this quickly proved impractical. Jasper Bakker agreed to write six, while Sander van der Meijs, Bas Bareman and Andreas Udo de Haes produced one each. They settled on a ‘house style’ whereby they would publish the names of the organizations and websites in full, unless doing so would present a risk to users. For example, one disclosure concerned a dating site whose security was still compromised at the time of publication. It remained possible to retrieve the email addresses of its users, many of whom could be identified by name (especially if they had used a business email address). Another disclosure related to the website of a mental health department. The journalists decided not to identify this site given the extremely sensitive nature of the information concerned. Individual system administrators would not be named, but the PR spokespersons of the organizations concerned were considered fair game. The hackers who had identified the rogue sites, such as Wouter van Dongen, were allowed to choose whether or not to be named.


    Meanwhile, another blog had been investigating leaks in the City of Eindhoven’s website and timed its disclosures to coincide with Webwereld’s article of 8 October. The GeenStijl website (the name translates as ‘no class’) describes itself as ‘tendentious, unfounded and unnecessarily offensive’. As may be expected, its approach was somewhat less subtle. ‘These council websites are all full of HOLES!!’ trumpeted the tabloid-style article. ‘And we don’t just mean little tiny holes – we’re talking OMFG-you-could-shove-in-five-Boeing-747s-wingtip-to-wingtip-sized holes.’ There followed a list of fifty URLs, all belonging to local authority websites, with screenshots and instructions on how to get beyond the front page. Most were running old Windows operating systems that could be controlled using basic DOS commands. ‘Just type dir and you’ll see all the ‘secret’ databases. What a bunch of amateurs!’ Webwereld was more professional. There were no screenshots and the article observed all the points listed above. There was one simple illustration – clip art of a hole-ridden Swiss cheese, possibly of the Emmenthaler persuasion – and the headline ‘Lektober Superhit – mega-leak affects fifty local authority websites’.


    Once again, the disclosures prompted questions in parliament. Sharon Gesthuizen (SP, Socialist Party) sent an urgent email to Minister Donner, with copies to Arjan El Fassed (GroenLinks, Green Party) and Pierre Heijnen (PvdA, Labour Party). She requested the minister to respond to the latest disclosures, preferably before 13 October when a full debate on public sector IT was scheduled.


    Donner issued a written statement on 11 October. He conceded that Lektober had demonstrated shortcomings in government organizations’ IT security arrangements. Security is primarily the responsibility of the organizations themselves, he continued. Together, they form a chain, whereby security can only be as strong as the weakest link. He had therefore instructed Logius to remove all named organizations from the DigiD system with immediate effect. They would be reconnected only when effective security provisions were in place. They may lose revenue as a result, and there would inevitably be some inconvenience to the public, but confidence in the system as a whole was more important. The minister then announced that all other local authority websites would be subject to an audit, to be completed in early 2012 and repeated at annual intervals thereafter.


    The minister’s resolute response was in stark contrast to his reputation. He was not known for his prowess in Information Technology. Only a month earlier, he had attended the presentation of a report by the Scientific Council for Government Policy (WRR), which called attention to the ‘now unmanageable flows of public sector information’, and urged the government to take assertive action. Mr Donner held an iPad aloft, grinned, and said, ‘Finally a device of some use to me. I can rest my paper on it while I write notes with my fountain pen!’ It was not so much the level of the humour that irritated the assembled gathering, but the fact that he was once again dismissing serious problems with a joke and a smile. I was there and heard someone sigh, ‘Jeez... to think that this is the most important man in Dutch IT.’


    During the IT debate on 13 October, several members alluded to the minister’s track record. The first to speak was Sharon Gesthuizen (SP). ‘Minister Donner tells us that the world was created in seven days, but that he himself is not in a position to work miracles.’ Donner immediately corrected her – ‘six days’ – but was unperturbed by the rest of her comments. Other speakers referred to him as ‘Fountain Pen Man’. Webwereld reported the debate under the headline, ‘Parliament furious about Lektober disclosures, demands action from Donner’.


    This debate was in response to the DigiNotar affair, which was at first thought to be an isolated incident. By now, so many other security vulnerabilities had come to light that members were justified in speaking of a structural problem, for which the government must be called to account. Gesthuizen: ‘We thought we were dealing with an incident, but unfortunately that is not the case. Government IT projects are beset by security problems. That is now the rule rather than the exception.’ She cited the OV-chipkaart, DigiD and ‘everything we have seen and are about to see during “Lektober”.’ Gesthuizen demanded a parliamentary enquiry and the immediate formation of a ‘digital response team with the will and ability to take affirmative action.’


    Other members reiterated the various arguments, all proposing their own solutions. Most relevant to us is how they viewed the Lektober hackers. Wassila Hachchi (D66, Liberal Democrats) said, ‘In past weeks, hackers have laid bare the poor security of the government’s computer systems. Will the minister give an undertaking to investigate ways in which that security can be improved, drawing upon the expertise of the hackers without exposing them to criminal charges?’


    Pierre Heijnen (PvdA) also referred to Lektober: ‘If members of the public draw attention to security flaws in government websites, shouldn’t we reward them? At the same time, of course, we must ensure that their activities do not cause any damage. Would it not be preferable to encourage the hackers – and I refer specifically to the “friendly” variety since I have no truck with the unfriendly ones – to form their own little company, work from nine to five at an address we know, and then just send us the bill?’


    Donner seemed confused, or at least intent on confusing everyone else. No one had welcomed the DigiNotar hackers with open arms, he said, so why should the Lektober hackers be treated any differently? Nevertheless, he admitted, the government did ‘draw on information from hackers who have the ear of certain organizations.’ He then stated, ‘if they come forward with an acceptable proposal, we would be willing to hire their services.’ To which he added, ‘My view is that once hackers earn a living from what they do, they have established a security institute. The next hacker will merely attempt to break into that security institute. So, it will be better to stop them earning a living from it in the first place.’ He saw little merit in Heijnen’s suggestion of ‘a little company’ but was unable to propose a better alternative.


    Next to address the House was Ivo Opstelten, whose portfolio of Security and Justice made him the ‘coordinating minister in the field of cyber security’ and hence the person who was supposed to know how to respond to responsible disclosures made by ethical hackers. ‘We have no objection to the deployment of external expertise, but hackers who have malicious motives are criminals. I must therefore distinguish between those who act in good faith and those who do not. Members will agree with me that everything must remain within the framework of current law.’


    It was by no means certain that members did agree. Technically, the Lektober hackers had committed various offences but they did so with honourable intent in order to serve a ‘higher purpose’.


    Wassila Hachchi believed that all should be given immunity from prosecution and tabled a motion calling on the government to ‘investigate and implement ways and means by which the knowledge and expertise of hackers can be placed in the public service in a manner which precludes said hackers being held criminally liable for any and all activities which are conducted in good faith.’


    Hachchi’s motion enjoyed enough support to be put to a vote. The two ministers were not amused. Donner chose to defer to Opstelten, since immunity from prosecution is a matter for the Minister for Justice. ‘I wish to advise the House very strongly against the adoption of this motion,’ Opstelten said, ‘and must state emphatically that the proposal it contains is not possible. We are willing to use the knowledge and expertise of hackers, but only within the bounds established by our constitutional state and by the rule of law.’ The opposition parties voted in favour, the coalition parties voted against, whereupon the motion was narrowly defeated.


    And so we see how responsible disclosure influences the political debate and vice versa. In many cases, little or no action is taken because the elected representatives do not consider it opportune. If a problem attracts extensive media attention, particularly a leak of private information affecting those who actually vote for them, they are more inclined to stand up and be counted. A succession of incidents is likely to fuel a lively debate which, as in this case, continues deep into the night. This session was useful in that the House devoted considerable attention to the question of who is responsible for the security of government sites and systems. But it did not prove particularly beneficial for the helpful hackers who continued to face arrest and prosecution.


    Within this legal vacuum, Webwereld received various threats from people who did not approve of their methods. De Winter received a letter from a local authority, signed by the mayor himself, warning of civil action should he publish anything about their website. An agitated website developer phoned the journalist and, amid a stream of invective, threatened to ‘string him up from the highest tree.’ De Winter later recounted the incident with some amusement. ‘I asked him to slow down because I didn’t want to misquote him in my next article.’ There was another incident which he found rather less entertaining. He had just stepped off a train when a woman tapped him on the shoulder. He turned around. ‘Have you finished this Lektober nonsense yet?’ she asked and then slapped his face with all the force she could muster. De Winter was shaken but chose not report the incident to the police.


    The aim of Lektober was to bring security problems to the attention of a wider public, and to highlight the role that ethical hackers can play in doing so. It was successful on both counts. Brenno de Winter was named Villa Media Journalist of the Year for his work on the OV-chipkaart and this campaign.


    My next chapter is devoted to Wouter van Dongen, the hacker who disclosed Leak 1. He too had experienced a difficult period but was eventually able to reap the rewards of his labours.

  


  
    6. DongIT and the DigiD debacle


    Ethical hacking as a business case


    Visit the website of DongIT Web Experts and you will see the legacy of the 2011 disclosures. The homepage includes links to the report, Software versions of municipal web systems mapped, the news interview in which founder Wouter van Dongen discusses the role of ethical hackers, and the guidelines for DigiD security norms ‘developed in collaboration with DongIT’. A banner with a padlock symbol asks ‘How safe is your website?’ It seems that an increasing number of clients are asking Van Dongen this very question. At time of writing he has six fulltime employees and three vacancies. Is ethical hacking a viable business case? How did Lektober help him on the road to entrepreneurship?


    I met Van Dongen at his office in Leiden. He had been ‘playing’ with websites ever since his teen years, he tells me. Why? ‘It’s the drive to manipulate things I suppose, although I was not always exactly certain of what I was doing.’ He went on to complete a dual degree in Computer Science and System & Network Engineering, graduating with distinction. While still at university he started developing websites for clients, and took a particular interest in security. ‘If you think slightly differently from other people, the internet is one big playground. Web development, and particularly web security, is the elite segment. This has always been my calling.’ Van Dongen completed his graduation project with KPMG and the Netherlands Forensic Institute. He then joined the staff of security company Fox-IT before setting up his own company in 2011. He quickly spotted a promising niche market: web security for local government clients.


    An acquaintance was working for a Dutch municipality that had recently launched a new site. He was very proud of the site and urged Van Dongen to have a look. Of course, the veteran hacker could not resist the temptation of entering code into text fields ‘just to see what would happen’. Van Dongen found that he was able to exploit a vulnerability in TYPO3, the site’s content management system, to access the underlying database. He could then log into the administrator’s part of the site, where he found various email systems and databases. Van Dongen spotted another serious problem: the system was still using many of the default settings of TYPO3. Users’ passwords were stored as plain text with absolutely no encryption. Cookies were accepted and saved with no checks. Van Dongen – and anyone else with the right know-how – could use Cross Site Scripting to hijack an unsuspecting user’s session and wreak havoc. These were serious problems but they could be easily fixed.


    The site’s owner was a member of a ‘user community’ comprising some forty municipalities, all of which had implemented the TYPO3 content management system. When told of Van Dongen’s findings, this ‘club’ invited him to give a presentation about web security. He gladly accepted, realizing that it would provide an excellent opportunity to show his skills and perhaps find some new clients. He knew that a dull talk about the theory of web security would not have the desired effect. His presentation must be concrete, confrontational and ‘in your face’. He was given permission to look for actual vulnerabilities in the municipalities’ websites, and to make screenshots for the presentation.


    Testing so many websites manually would be extremely time-consuming. Van Dongen therefore wrote a script for an automated scan – or ‘mapping’ – which would produce an overview of all web-linked systems, including the hidden and test systems. It revealed precisely what databases, services and versions were being run on the various servers, and Van Dongen was able to access numerous content management systems, email systems and databases, including those which supported financial transactions. Some databases contained confidential information linked to thousands of local residents, including the passwords they used to access municipal services. Several sites relied on the DigiD log-in system but the cookies were not secured. Had he so wished, Van Dongen could have intercepted other users’ sessions, altered their personal information and applied for, say, a rates rebate giving a false bank account number. After a week of exploring the various municipal web systems, he knew enough. Security was virtually non-existent.


    Meanwhile, various municipal staff had learned of the investigation and contacted Van Dongen directly. Most merely wanted to know what he had found but a few were now threatening to take ‘measures’. At one point, he was phoned by a lawyer acting on behalf of a company which develops websites for local authorities. The message was ‘cease and desist’. Van Dongen realized that he had uncovered a major problem – one of national importance – and that he should seek help disclosing his findings a responsible manner. He contacted Brenno de Winter, who wrote an article which was published on Webwereld on 16 September: ‘Hosting company leaks hundreds of municipal databases’.


    The hosting company in question was GemeenteOplossingen and the article listed 342 databases which, in theory, could be stripped bare. Some were test databases which contained no operational information, but the problems affected dozens of municipalities throughout the country. The article singled out Bloemendaal as a prime example. Bloemendaal is reckoned to be the wealthiest municipality in the country with more millionaires per square kilometre than anywhere else: rich pickings for the cybercriminals. De Winter reports that the hosting company had responded to the allegations very calmly. The problems had all been solved and all passwords had been changed. Finishing on a cynical note, he adds: ‘GemeenteOplossingen has informed its clients by fax.’


    De Winter and Van Dongen decided that the DigiD situation warranted a further article, but that could wait. The television current-affairs programme Nieuwsuur interviewed Van Dongen about his findings so far. He still had the presentation to give. It was scheduled for 29 September, two days before the launch of Lektober. The warnings he had received from municipal staff and the lawyer prompted him to exercise caution. He had forty screenshots showing various vulnerabilities but he blanked out the names of the site owners, systems and users, as well as any passwords. His talk was well received. ‘There was a relaxed atmosphere from the start,’ he recalls. ‘The audience was clearly interested and asked some very intelligent questions.’ He showed them the default settings which made the passwords so easy to crack. He showed them how he had been able to intercept DigiD sessions, although most did not understand this part. Several system administrators asked if he wouldn’t mind having another look at their sites and explaining things in person. All in all, a successful evening. And then... Lektober happened.


    Nieuwsuur, 1 October 2011. Ominous music. Van Dongen is seen at the computer. Voice-over: ‘Wouter van Dongen is a security expert who has hacked into a municipality’s website using Cross Site Scripting.’ In the interview that follows, Van Dongen declines to name the municipality in question but the interviewer is not so circumspect: it’s Amsterdam. The interviewer suggests that the problem is not an isolated incident but the latest in a long series of IT blunders affecting public sector authorities. He cites DigiNotar as an example. Next to speak is Brenno de Winter. ‘It seems that so much private information can be accessed that we could name a “leaky” website every day. And we’re going to, all next month.’ The following Monday, 3 October, saw the publication of his article, Leak 1: Blunder by Logius makes DigiD fraud child’s play.


    The entire chain of insecure links was thus exposed in the media: GemeenteOplossingen, the TYPO3 user community, Bloemendaal, Amsterdam, Logius and so forth. Van Dongen later accepted that journalists like to name names to make the problem more immediate to their readers or viewers, but at the time he was far from happy. He just wanted to solve the problems as quickly and quietly as possible. Instead, he was facing a constant barrage of angry phone calls from town halls and lawyers.


    The day after the disclosure, he received a phone call from Logius, the executive agency of the Ministry of the Interior responsible for IT. His initial thought was, ‘Here we go again... someone else who’s pissed off about the Webwereld article.’ To his surprise, however, the caller takes a very friendly tone, inviting Van Dongen to give another presentation of his findings. They would even pay him!


    On 5 October, Van Dongen found himself at the Logius offices in The Hague. He gave his presentation to an extremely interested group of people who were making notes throughout. ‘That surprised me, because what I had found was very much the low-hanging fruit. If you’re technically minded, XSS isn’t that difficult to understand. And yet there was nothing about it in the DigiD implementation manual. I also told them about HttpOnly cookies, webserver settings and advised regular vulnerability scans.’


    That is one side of the story. What did the people at Logius think? When I showed the draft of this chapter to Michiel Groeneveld, he objected to my use of the term ‘DigiD leaks’. ‘The problem was with the websites, not DigiD itself. This was confirmed by DongIT during our conversation on 5 October. Only after a user had logged in using his DigiD could his session be hijacked, and that would happen from within – from the municipal web system itself. Nothing to do with DigiD.’ A fair point. But the public sector organizations that are authorized to use DigiD must have their systems in order – whose responsibility is it to check? According to Groeneveld it is the service provider, in this case the municipality. ‘The owner of any system which permits users to log in using the DigiD system is always directly responsible for the secure and correct functioning of that system.’


    What Logius can do is to withdraw authorization to use DigiD from those service providers who are lax with their security. As we saw in Chapter 5, this is precisely what happened following the parliamentary debate of 11 October 2012. Logius states that thirty municipalities were ‘cut off’, most for only a short period. There was one which was unable to use DigiD for over a year but, Groeneveld assures me, this was for entirely different reasons.


    In the months following the disclosures, much was done to ensure that all municipalities had their house in order. The Ministry of the Interior imposed a mandatory annual security audit, and on 21 February 2012 Logius published security guidelines setting out both procedural and technical requirements for the secure use of DigiD. The Association of Netherlands Municipalities (VNG) and the Quality Institute for Netherlands Municipalities (KING) established a dedicated Information Security Service – the IBD – which became operational


    With over a year having passed since Lektober, Van Dongen decided that this was an opportune moment to revisit the websites. He performed another ‘mapping scan’. The resultant report notes: ‘24% of all municipal systems detected are potentially susceptible to external influence due to vulnerabilities with a “high” or “critical” impact rating. The obsolescent software on these systems can be misused with relative ease by anyone so inclined. This investigation reveals that efforts to secure municipal websites have yet to have the desired effect.’


    I was curious to hear whether the new Information Security Service had taken heed of DongIT’s report. I sent an email with the draft of this chapter as an attachment and received a very prompt reply from Sonja Kok. ‘I am able to inform you that we took the information provided by Mr van Dongen extremely seriously. We take all reports submitted to us extremely seriously, given our clear responsibility in these matters. In keeping with the principle of responsible disclosure, to which we attach great importance, we have informed Mr van Dongen of all action taken further to his information, and the results of that action.’


    That’s nice. However, having read the draft of this chapter, and particularly the sentence ‘... efforts to secure municipal websites have yet to have the desired effect’, my correspondent took a rather different view of Van Dongen’s findings. ‘The investigation conducted by DongIT in January does not provide an adequate basis for this conclusion.’ She continued: ‘Municipalities have been performing security audits for many years. The mandatory requirement to do so in connection with their use of the DigiD procedure was introduced in 2013.’ Turning to the ‘debacle’ I described, she wrote: ‘At this time the IBD did not exist. What does the IBD do today? [It] provides concrete handholds whereby municipalities are able to address all aspects of information security, while it must be remembered that doing so is the direct responsibility of the municipalities themselves.’


    It is interesting to note the differences in perspective. Van Dongen was primarily interested in what is technically possible: can this be hacked, and if so how can it be fixed? The journalists were chiefly concerned with the potential impact on both the users whose information is leaked and those responsible. Minister Donner showed political authority by withdrawing DigiD authorization from thirty municipalities and by instructing the various departments and agencies to tighten their procedures. Logius and the IBD are mainly concerned with whether the procedures are being followed in practice, and are keen to assure the general public that they are.


    Did the DigiD debacle result in any long-standing clients for Van Dongen? Following the Lektober disclosures, he was approached by several TYPO3 users eager to plug their security holes. His second research project, just over a year later, did not have the same effect. Although security audits are now mandatory, municipalities prefer to call on the services of the large, well-known consultancies to perform them. They seem to believe that big names and high fees will guarantee a good result.


    In 2013, Van Dongen and his team therefore turned their attention to the more lucrative private sector market. Before long, he was approached by a web development firm which uses TYPO3, the content management system which sparked the furore. Under the new DigiD guidelines, this company was required to have the code it had written audited by an independent third party. It was familiar with Van Dongen’s work and he was clearly the right man for the job.


    When we met again in November 2014, I asked Van Dongen how business was going. He informed me that his client base had expanded to very healthy proportions. It includes several municipalities, while he was also penetration-testing for numerous big-name companies. Whenever the TYPO3 web developer is asked to supply a municipal system, it includes the DongIT security scan module in the quoted price. The developer and the municipality will then meet all guideline requirements and Van Dongen, as helpful hacker, can do what he does best. Today, some three years after Lektober, all public sector websites in the Netherlands are very much more secure. In short, ethical hacking is a viable business case, although it is one that calls for patience, not least where government organizations are concerned. Of course, hackers who make their disclosures for purely ideological reasons must also have patience, as we shall see in the next chapter.

  


  
    7. @okoeroo and the Veere pumps


    SCADA systems ‘open and bare’ on internet


    14 February 2012. Current affairs programme EenVandaag opens with an unsettling claim: the physical infrastructure of the Netherlands can be controlled by anyone with a laptop and an internet connection. Locks, pumps, floodgates, water defences, barriers in road tunnels, traffic lights, even power stations can all be hijacked. The safety of the entire public domain is at risk. The programme’s producers find this such an alarming prospect that they have already taken it upon themselves to alert the National Coordinator for Security and Counterterrorism.


    In the studio is Oscar Koeroo, who is introduced as an ‘internet security consultant’. ‘I have seen the machines open and bare on internet, just sitting there waiting for someone to take control. It’s so simple. Child’s play. I could teach my mother how to do it.’ He gives an example: the pumps at Veere, a small harbour town in the southwestern Netherlands. There is an embankment that protects the land from the sea, with a series of pumps that control the water level on the inland side. According to Koeroo, it was possible to reverse the pumps, whereupon the town would be inundated in minutes. Rob van der Zwaag, Veere’s mayor, was asked for his response. ‘Yesterday we pulled the plug and the problems will be resolved immediately.’


    This situation was by no means unique. Control systems throughout the country could be accessed online. Journalists demonstrated how they had turned off the central heating at a Salvation Army centre: hardly an act of terrorism but it demonstrated the principle. In Florida, someone had accessed a maximum security prison’s computer system and triggered the ‘group release’ to open all cell doors simultaneously. The Netherlands’ water defence systems are particularly vulnerable. If these revelations were true, a terrorist, sociopath – even a stroppy teenager – could flood huge swathes of the country.


    We heard from more experts before the interviewer turned to parliamentarians Jeanine Hennis-Plasschaert (VVD, Liberal Party) and Wassila Hachchi (D66, Liberal Democrats). Both were ‘shocked’ and promised to seek clarification from the minister. Water management is, after all, a matter of national security.


    Was our country really in danger? Why did it take so long for the threat to come to light? On 19 February 2014, I put these questions to Oscar Koeroo, also known as @okoeroo. At the time, he was Chief Information Security Office of KPN’s RED team. His job was to attempt to hack KPN’s BLUE team to test security. His website – oscar.koeroo.net – describes him as a ‘Grid Computing Security Nerd’ and a ‘computer (ab)user extraordinaire’. He told me that he had found the SCADA vulnerabilities, among several others. However, the disclosure had been made on Twitter a few days earlier by one @ntisec who had published details of all the systems concerned, without first warning the owners or allowing time for the problems to be resolved. This is known as ‘full disclosure’ as opposed to responsible disclosure.


    In February 2014, Koeroo was working at Nikhef, the National Institute for Subatomic Physics, where he had developed a system linking the computers of various research organizations to form the European Grid Infrastructure. He is proud that his system is being used by some four hundred organizations. Security is, of course, of paramount importance and is subject to ongoing testing. If anyone finds a vulnerability, they immediately send an email report to vulnerability@egi.eu. An acknowledgement is sent by return, asking whether the informant wishes his or her name to be included in further paperwork: in academic circles, accreditation is important. A team immediately assesses the risk. If they deem the vulnerability to be ‘critical’, it takes priority over everything else. This is a good example of institutionalized ethical hacking. The situation that had now come to Koeroo’s attention was different, but he nevertheless wanted to do something about it.


    SCADA stands for Supervisory Control and Data Acquisition. These systems are in use worldwide to control all sorts of physical equipment and machinery: traffic lights, generators, street lighting, power distribution systems, pump houses, generators – the list goes on. A SCADA system sends instructions to the equipment and processes monitoring information. It does so online. If you log in, you see a diagram of the entire system with numbers that are continually changing. In most cases, you can only look. In some systems, however, you can change the values. To log in, you generally need a password. In some systems, the passwords have never been reset and a default such as ‘admin’ will suffice. Before you can get this far, you just need to find the system’s internet address. Nothing could be easier. There is a search engine – shodanhq.com – which lists every internet-enabled device online at any given moment. Search for SCADA and you will see a long list of IP addresses. You can filter the results by location to show only those in the Netherlands. This is what @ntisec had done and in early 2012 he put everything he had found online.


    Koeroo saw the list of IP addresses on Twitter and emailed other digital security experts to help find vulnerable ones. He started with the Veere pumps because they had been named in the Twitter messages. In his browser, he typed in the IP address given by @ntisec and immediately saw the overview of the entire installation. The system did not even require a user name or password. The overview showed who was controlling what equipment at that particularly moment, and Koeroo found that it was possible take control. Had he done so, the original administrator would be ‘locked out’ would and no longer be able to access his own system. Koeroo could see how to control the pumps themselves. He knew enough and stopped. He did not wish to cause any damage. He immediately phoned the system administrator.


    ‘Hello, this is Oscar Koeroo from the Incident Response Team at Nikhef. Someone has found some problems with your machines and network, and has tweeted your name and IP address.’ He went on to describe what he had seen. The response was defensive. ‘Nope, not possible. You can’t get in there because it’s a separate network. Goodbye.’ A few hours later, the system administrator called back. He now tried to assure Koeroo that even if he had accessed the system (which he had), he would not be able to do anything with the machines ‘because their operation is very specific’. Koeroo was not going to let this pass. ‘I work in a lab where we set up SCADA systems every day. What if I just switch everything off? Or put the pumps into reverse?’ ‘Please don’t do that,’ came the reply.


    It was a difficult conversation. Koeroo tweeted his colleagues: ‘Contacted admin... not the result I hoped for.’ Within an hour, he received a direct message from @jblokzijl: ‘Do you want to say any more?’


    Joost Blokzijl is EenVandaag’s IT editor. He believes that responsible disclosure serves a public interest, and that there is an important role for the media. ‘People who report a problem are often ignored. Nothing is done. But if we get involved, things start to happen. We’re a sort of watchdog. When something is reported on television, the entire country knows about it. The people in charge know that.’ Nevertheless, it is always difficult to make a good news item based on abstract or complex technical information. ‘There is a really interesting hack at least every month, but we are making a programme for a broad audience not just computer experts. I always ask myself if my parents would understand what we’re talking about.’


    Blokzijl also followed @ntisec on Twitter, so he too had seen the list of IP addresses. He even managed to track down the person behind the pseudonym, but he was not willing to appear on television. Blokzijl therefore approached Koeroo, who was indeed prepared to give an interview. He would first have to ask permission from his head of department, who in turn had to ask the director of Nikhef, Frank Linde. After all, the institute’s name was about to be linked to a highly sensitive situation. Fortunately, Linde saw only benefits. ‘We can show that we have smart people and are working to safeguard national security.’ Koeroo thus became the ‘face’ of the disclosures. EenVandaag allowed him two weeks in which to determine the precise nature and extent of the problem.


    In his written report, Koeroo gives a detailed account of what he found behind each of the IP addresses. He includes a map showing the precise location of the servers: Zoutelande, Serooskerke and Domburg, all of which fall under the responsibility of the Municipality of Veere. Typing in the IP address 62.132.58.89 opened the log-in screen of a ZyXEL modem. It did not ask for a user name, just a password. He tried ‘admin’, to no avail. But his second guess, ‘veere’, did the trick. He now saw the configuration screen for a router. He could log in to that router, located in the office in Domburg, and from there he had full access to the network of the SCADA control centre. He found yet more pumps which had not been on the original list. All were operated using ‘Aquaview’ software.


    At every stage, Koeroo applied a ‘look but don’t touch’ strategy. He made screenshots but did not change any settings. His screenshots illustrate the dilemma facing the ethical hacker: you want to prove that you got into the system and could have caused damage, but of course you must avoid doing so. At the point at which you could assume full control, you take a photo and retreat. Hackers with less honourable motives would go further, disrupting the systems, locking out the administrators, and perhaps faking a system overview which makes it look as if there is nothing wrong. In this case, Veere and the surrounding region were in danger. They could be flooded at will. Fortunately, no one knew that except Oscar Koeroo. And @ntisec, of course.


    Other media picked up @ntisec’s list. On 18 January, Webwereld described how the showers at a sports club in Spijkenisse could be turned on and off. On 20 January, Tweakers published a list of vulnerable systems and an in-depth article by Joost Schellevis. The problems with SCADA were nothing new, Schellevis wrote. He recalled the 2001 Maroochy incident in which a disgruntled employee had used a stolen radio and a SCADA controller to release almost a million litres of raw sewage into the rivers and coastal waters of Queensland, Australia. The ecological damage was enormous. Dutch readers could appreciate what all the fuss was about. Questions were raised in parliament.


    EenVandaag also wanted to explore the topic but needed more time. ‘You can write an article in a few minutes,’ states Blokzijl. ‘Television needs something with visual impact.’ Thanks to Oscar Koeroo, he now had a story. A nerdy- looking type is shown walking through a large server room. Cut to footage locks, pump houses and dams keeping the water at bay. Cut to a close headshot of the mayor of Veere, clearly flustered. We then see a map of the Netherlands as water management expert Peter de Rooij explains what would happen if someone interfered with the pumps: the dike was already weak and excess water would almost certainly cause a major breach. The town would be flooded to a depth of several metres.


    The EenVandaag team was in contact with the local authority in Veere. Blokzijl sent the system administrator some screenshots. The admin continued to insist that there was no cause for alarm until Blokzijl dropped his bombshell: ‘We know that your pumps are controlled using Aquaview software.’ As Koeroo comments, ‘the hacker always has to convince the victim that there is a problem. In the physical world the problem is usually obvious. If someone cuts a finger, you tell him to put a sticking plaster on it. In the digital world, you have to hope that people understand what you’re talking about.’


    It was also necessary to show that the problem was not confined to Veere. Armed with @ntisec’s list, Blokzijl had more than enough potential targets. But how far could he go? ‘Strictly speaking, hacking or inciting someone else to hack is illegal. But where there is a clear news interest, we’re prepared to bend the rules a little.’ Blokzijl and Koeroo selected an IP address which belonged to the heating control system of a Salvation Army centre. The journalist switched off the heating for about an hour. No real damage had been done but this was hard evidence that hacking SCADA systems is not only possible but extremely easy. They filmed the hack and the manager of the centre was willing to speak on camera, once she had warmed up a bit.


    This was an ongoing situation of national concern. Eric Luijff, safety expert with TNO, had been saying as much for years – since 2001, in fact. There was no doubt that the government was aware of the problem. This type of risk was specifically mentioned in the Cyber Security Review produced by the National Coordinator for Security and Counterterrorism (NCTV) the previous year. Why had nothing been done? A copy of Koeroo’s investigation report was sent to the NCTV. A spokesman phoned Blokzijl, informing him that the security of pumps and water defences is the responsibility of the municipality in which they are located. The newly formed National Cyber Security Centre would, however, be willing to offer technical support. The NCTV forwarded Koeroo’s report to Veere.


    If there is a problem of national importance, questions will inevitably be raised in parliament. Visibly annoyed, MP Janine Hennis-Plasschaert told EenVandaag, ‘It’s as if the government is willing to let the polder be flooded without even warning the people who live there. The risks are unimaginable. This is a matter of national security. The NCTV is aware of the risks but has done nothing.’ Wassila Hachchi was similarly appalled and had tabled questions for the minister responsible, Ivo Opstelten. In fact, she had done so even before EenVandaag’s item about Veere.


    On 15 February, the day after the EenVandaag broadcast, the House of Representatives discussed the SCADA situation at length. Minister Ivo Opstelten fielded questions about various public safety issues, including of course the pumps at Veere. Not for the first time, the debate evolved into a discussion about the roles and responsibilities of government.


    Several members referred to the previous evening’s broadcast. The first was Magda Berndsen (D66), who said, ‘It appears to be ridiculously easy for someone to flood our country deliberately. This is the conclusion of a report broadcast yesterday by EenVandaag. You can control the pumps using a home computer. A hacker could teach me how to do it. He could even teach the minister how to do it, despite his frequent claims to be computer illiterate.’ Opstelten interrupts: ‘I have never said that.’ Berndsen continues: ‘The SCADA systems used to control our infrastructure are not adequately secure. Indeed, they are very poorly protected. I request clarification from the minister and his colleagues. Once again, it seems that the government’s IT expertise is far below par. Not even the most basic security measures have been implemented. Passwords can be easily found or guessed, while software is outdated.’


    Next to speak was Janine Hennis-Plasschaert (VVD), who had taken part in the broadcast. (Joost Blokzijl later told me that they had exchanged text messages during the debate: she wanted to check certain facts.) Hennis-Plasschaert reiterated the points made by Berndsen, adding: ‘As the report correctly stated, we do not have to wait for a committed terrorist such as Osama bin Laden to come along. It could be a 13-year-old out for a “bit of fun”, some foreign power with belligerent motives, or activists wishing to make a forceful point. I understand that the National Coordinator for Security and Counterterrorism declined to comment because responsibility for this sort of system lies with municipalities and the regional water authorities. Although the Coordinator accepts that attacks on SCADA systems represent an extremely serious threat to national safety and security, it seems that there is no one whose task it is to ensure that such attacks are made impossible.’


    Several other members went through the arguments again. The Speaker of the House then called Minister Opstelten. He had not seen the programme itself, he admitted, but had read about it. He agreed that security of SCADA systems was indeed of great importance, but stated that it was the system owners who are responsible. ‘Let us not shift the responsibility too hastily. That is the crux of the matter. The regulatory agencies of the relevant ministries must ensure compliance with the existing norms. There is general legislation in place, and there is also specific legislation at the sectoral level which establishes various obligations, including that of implementing appropriate security measures.’


    Opstelten was keen to assert his authority. ‘If there is any threat to national security, or any potential threat, there is only one responsible person and that is me.’ This, he explained, was why he had taken the initiative of establishing the National Cyber Security Centre. ‘It has a coordinating role and is able to respond promptly and adequately to any threat or incident. Regular simulation exercises, including penetration tests, are conducted to maintain a state of readiness. These activities form part of the National Cyber Security Strategy, which acknowledges the threat posed to and by SCADA systems.’


    Hennis-Plasschaert: ‘These are fine and reassuring words. Nevertheless, it remains unclear why the government, which has been aware of vulnerability of the systems for some time, has failed to appoint any party with formal responsibility for overseeing the security of those systems. How is it possible that, despite there having been warnings from NCTV, TNO and others, including international sources, it takes a television current affairs programme to spur the government into action?’


    Opstelten informed the House that, having read about Veere, he immediately made various phone calls to gather information. He urged everyone to consider the seriousness of the situation ‘in a clear, calm and extremely sober manner. A hacker could have immobilized the pumps, whereupon excess wastewater would not have been discharged into the sea. This would have caused both nuisance and serious environmental impact, but there was no real risk to national security.’ Moreover, EenVandaag had passed all its findings to the NCTV before the broadcast and immediate action had been taken. ‘The National Cyber Security Centre contacted the Municipality of Veere and provided all necessary advice and support. That is how things work in practice.’


    The minister omitted to mention that the NCSC had been working to produce a SCADA factsheet and checklist for some time. He did not wish to create the impression that ‘everything is under control’, since that is ‘a typical form of overacting on the part of an ineffective government which takes on tasks it is not able to perform. The sectors which are able to perform those tasks, and which must do so, are then placed at a disadvantage.’ Opstelten peppered his arguments with a few insider jokes and suggested that the discussion should be resumed on 20 March, by which time the SCADA checklist would be available.


    Hennis-Plasschaert: ‘I thank the minister for his comprehensive reply and his humorous remarks, which remind us all why we enjoy attending these debates so much. In yesterday’s edition of EenVandaag, we saw that it is also possible for hackers to take control of central heating systems. I can’t speak for other members, but I am feeling very chilly. Perhaps we too are being penetration tested. In any case, I would like to agree with the minister that there should be one more test of all SCADA systems before the session of 20 March so that we can be certain that they are secure. Is that a deal, minister?’


    No, the minister could not accede to her request and was certainly not willing to give any guarantees. He would prefer to remain in contact, and thanked Ms Hennis-Plasschaert for her interesting proposal. ‘Very well,’ she replied, ‘I understand that the minister is not prepared to offer a 100% guarantee, but I suspect that there may be other people who plan to test the government and other authorities between now and 20 March. I urge the minister to remain alert and to uphold his reputation.’ André Elissen (PVV, Freedom Party) called out, ‘This was a Hennis alert!’ The Speaker restored order and declared the session closed.


    The next day, 16 February, it was the turn of the Minister for Infrastructure and the Environment, Melanie Schultz, to face the House. The discussion was very similar, the main difference being that the questions were now asked by Farshad Bashir and Sharon Gesthuizen of the Socialist Party. ‘Is the minister aware that locks, pump houses and bridges can be controlled from anywhere using a home computer? Where else in our country are insecure SCADA systems in use? Why has no action been taken despite many warnings over the course of several years?’ The minister promised to answer all questions, but not that day. She would return to them on 12 March.


    When Ms Schultz made her statement, she reminded the House that her ministerial responsibility did not extend to all water systems: only those managed by Rijkswaterstaat (the national department of transport, public works and water management). Those systems were perfectly secure. She had implemented an ongoing process to assess security arrangements and take any necessary action. Later that day, Webwereld‘s lead article was headed, ‘Minister claims government SCADA systems are secure.’


    On 7 March, the NCSC issued a factsheet entitled Security Risks of online SCADA Systems. The systems, the document noted, were attracting increasing attention from hackers. ‘Although bona fide researchers generally report any security flaws to the system’s owner before taking any further action, there are some who immediately make their findings public, perhaps through Twitter or a website such as Pastebin. In many cases, they also inform the media.’ System owners were urged to bear the possibility of ‘digital vandalism’ in mind, and were reminded that incidents can also bring about much negative publicity. This is perhaps obvious, but the NCSC wanted to grab the attention of non-technical managers. The factsheet goes on to consider topics such as search engines, hacking tools and the benefits of using offline systems. It concludes with an extensive security checklist.


    Opstelten recommended the checklist to the House in a written statement dated 19 March. He begins by reiterating the standpoint that primary responsibility for the security of SCADA systems rests with their individual owners, although the government has opted to oversee compliance with certain standards within the sectors of particular importance to national interests. He continues: ‘There is now a checklist with which organizations can themselves examine whether the SCADA environment is adequately protected, based on measures which are regarded as “best practice”.’


    It seems that the NCSC did have contact with @ntisec, the hacker whose activities sparked the entire SCADA affair. I decided that I should also meet him to hear his side of the story.

  


  
    8. Then we’re all going to get wet


    The IP lists of the anonymous @ntisec


    How do you contact someone who doesn’t want to be found? My only lead was a Twitter account – @ntisec – which predictably enough was ‘anonymous’. His first tweet about the SCADA situation was dated 10 December 2011: ‘Dutch computer controlled floodgates might be at risk of hacking attacks. Floodworks like the Maeslant barrier are managed by #SCADA systems.’ Subsequent tweets included links to foreign news articles and asked why no one in the Netherlands had yet picked up the story. I found no sign of the famous ‘full disclosures’: they had been deleted. Fortunately, someone else posted a screenshot. It showed IP addresses belonging to GasUnie and Shell, but was undated. One tweet had been answered by @ncsc_nl: ‘I’ll get back to you later. Thanks for your positive attitude and the info you have given.’ Later, @ncsc_nl writes: ‘Until then we can communicate like that. I’ll think about an easy anonymous channel’... where presumably the rest of the conversation was conducted.


    I sent a direct message to @ntisec asking if I could interview him about the SCADA disclosures. I promised that he would remain anonymous and that the interview would not be recorded. He agreed, on condition that we communicated using Pigdin or Xabber, messaging apps that have an ‘OTR’ (off the record) feature. I tried both applications but after the umpteenth error message about certificates and things I really did not understand, I headed back to Twitter. Fortunately, @ntisec was willing to give short answers to short questions. The 140-character limit is a constraint, but I shall paraphrase the exchange. First I asked why he had made the disclosures and why at that particular moment. ‘The catalyst was actually stuxnet and the feeling that Dutch infrastructure must also be vulnerable. In late 2011 and 2012, I went in search of leaks as a sort of ‘neighbourhood watch’. Many things never reached the news.’


    Stuxnet had been in the news around this time. It is a worm: a self-replicating computer virus that was used to disable nuclear power stations in Iran. The malware had been installed on the plants’ computers from a simple USB stick and proceeded to ‘eat up’ the SCADA systems, causing the centrifuges to go haywire. Iran was not the only victim, it was alleged. The finger of blame was pointed at Israel and the USA. This was a clear example of cyber warfare that threatened to get out of hand. @ntisec wanted to show that the Netherlands was also susceptible to such attacks, which is why he chose to publish a list of vulnerable locations and their IP addresses.


    In a later message he states, ‘I was investigated by the FBI because I had made some SCADA #0Days disclosures. I also listed details of 120,000 vulnerable SCADA systems which could be accessed without so much as a username or password. Don’t take my word for it: Google ‘FBI US Cert’ in combination with ‘@ntisec’. Through Sabu, the FBI tried to get me to find vulnerable Israeli systems. I did. I hope you realize how dangerous working with Sabu was. Practically everyone else is now in prison.’


    I had read about Sabu in Parmy Olson’s book We are Anonymous. This Hispanic New Yorker, real name Hector Monsegur, was one of the leading lights behind the Anonymous movement and its hacking group LulzSec. In late 2010, LulzSec carried out Operation Avenge Assange, a series of coordinated DDoS attacks against corporations that had frozen the accounts of WikiLeaks whistleblower Julian Assange. MasterCard, Visa, PayPal, BankAmerica, PostFinance and Amazon were among the victims. Even Sony, the Vatican and the Church of Scientology attracted the hackers’ attention. When Sabu was arrested by the FBI, he turned informant as part of a plea bargain. He worked with the agency for over ten months, helping them to identify and arrest many of his former colleagues and accomplices. On 11 January 2011, @anonymouSabu tweeted @ntisec: ‘You got Israeli #SCADA server pl0x for us?’


    Olson’s book mentions Pastebin.com more than once. Pastebin is an open, unmoderated and uncensored website on which people can share information anonymously. It is extremely popular among hackers, for obvious reasons. @ntisec suggested that I posted the draft of our interview on Pastebin. I wrote back, ‘that is a new medium for me so I hope I don’t bugger it up.’ I opened pastebin.com, created a profile under the name Ctof, and began to search for anything relating to SCADA systems. Sure enough, I found an entire conversation between @ntisec and the National Cyber Security Centre. The first post is dated 6 January 2012. @ntisec opens with some ASCII art: the characters and spaces form the letters #C4D4. Some sort of secret code? Or perhaps a way of writing SCADA without it showing up in search engines? In any event, I assumed that this is the same @ntisec and I read the rest of the message to learn more about the motives for the disclosures.


    ‘OK, here we go again.


    Welcome ncsc_nl, and Anonymous as well. That’s good of you, though I already know a few of the people now.


    Everything I have made public can easily be found by any script kiddie, and by anyone else even if they don’t have a clue what they’re dealing with. I have disclosed only what is freely accessible without any special skills or hacking know-how.


    Now, this is not a great problem for the vast majority of the Dutch public. At most IPs you see only the login fields; the best guess would be admin/12345. Worth a try. But you know as well as I do that it is relatively simple to go just a little bit further than that. Of course, I have not yet done so!!!!!!!


    But I do know how.


    As the whistleblower here, what I want to show is that via a few simple routes (all the links I tweeted were found in under three hours), you can find infrastructures that really shouldn’t be findable.


    It really isn’t necessary to show, say, a sewage treatment plant in Doetinchem as such on the WWW. Use a different protocol, or at least make sure that it isn’t obvious what the IP address relates to.


    But you must also remember that the other protocols are not secure either, and the infrastructure can still be located by anyone who knows what they’re doing.


    Someone might be very tempted to pump shit around Doetinchem from the comfort of their bedroom in Rotterdam, precisely because it is so very easy. It may not be smart, funny or clever, but it is easy.


    Why not have an old-fashioned one-way alarm that sends a little man along to investigate if necessary?


    And so far we’re just talking about shit.


    What about electricity, gas, the water supply (who controls how much chlorine is added?) wastewater and – the biggest threat to the Netherlands – the water management infrastructure? Flood surge barriers, sensors, weather stations, locks and so on?


    They can all be found and no one – including @ntisec – has a complete overview.


    I think it’s time to take a very close look at what’s going on so that I can sleep peacefully in my bed.


    WHY???!!!


    This is just the beginning, The longer this financial crisis goes on, the more states will start to misuse anything that can be misused. Why not make sure that the harvests fail everywhere else except in your own country? Imagine the prices you’ll be able to get. Listen – the Chinese can already bring the west to its knees. You must know, or at least suspect, as much.


    We must regain full control of the digital infrastructure to ensure the ongoing safety, health and prosperity of our country.


    The primary infrastructure needs to be coordinated in the real world, too. That may cost more but at least it creates jobs.


    \


    If you happen to need a creative thinker who knows about the hacker and 0day scene, give me a shout. I’d enjoy that.


    Thinking outside the envelope is very important in this field.


    FFS start doing things differently. Yours...’


    @ntisec signs off with another piece of ASCII art. The symbols form the message, ‘THEN WE’RE ALL GOING TO GET WET’. A response from NCSC was posted the following day. As on Twitter, the tone is friendly. There is a PGP signature, indicating that the message is almost certainly genuine.


    ‘-----BEGIN PGP SIGNED MESSAGE-----


    Hash: SHA256


    Dear @ntisec,


    Here is our answer to your comprehensive messaged posted at pastebin.com/Fv4eazzF


    The issue you bring to our attention is extremely relevant and relates to both cyber security and physical security. It is on the ‘cusp’, so to speak.


    Yesterday, we were able to establish that our objectives overlap, at least in part. You are concerned with your own safety and well-being, while we are concerned with the safety and well-being of the Netherlands and its population – that is all of us.


    You wish to bring to attention the fact that critical and vulnerable systems may be readily findable on the internet. The desire to expose a situation that you find unacceptable is understandable, and in principle we support your right to do so. In fact, we believe that this can only improve the security of the systems in question, provided the disclosures are made in an entirely responsible manner.


    We therefore take the view that it is responsible to demonstrate that misuse or abuse is possible, if you then inform the organization responsible of your findings before publishing any details. You must also allow that organization a reasonable period in which to take appropriate corrective measures. Publication in the meantime would actually increase the level of risk. It would become possible for other (malicious) parties to exploit vulnerabilities of which had not been aware, and could not have learned by any other means. You would then be helping those parties, albeit indirectly, to commit a serious criminal offence.


    We want to reiterate that our objectives overlap.


    We would be more than willing to work with you to achieve those objectives. If you share the information you have found with us, as well as any relevant information you have yet to find, we shall make use of our contacts to ensure that all such information reaches the people and organizations who are responsible for the infrastructure. We shall provide fully transparent feedback about the status of each report. Credit for having discovered potential vulnerabilities will go to the person making the report – in this case, you. We do not wish to take credit for work that has been done by someone else.


    The degree to which a system may be deemed critical, whether or not it can be accessed via the internet, and the implications this will have in terms of safety and security, will vary from case to case. We consider it important to take a thorough and conscientious approach, and to help the owners to implement appropriate measures.


    You are quite correct in saying that there is no one with a complete overview. We are dealing with a jigsaw puzzle that has an unknown number of pieces. Many parties in both the public and private sectors are already aware of this problem. Only through good cooperation can we assemble the puzzle and complete the picture. We would certainly welcome your assistance in doing so.


    Are you willing to cooperate with us? If so, we can discuss the exact nature of that cooperation. In response to your ‘job application’ we would therefore state that we are always looking for people with expertise, insight and good intentions.


    Yours,


    National Cyber Security Centre.’


    So, NCSC was going to take action and @ntisec would get the credit, but he must give the system owners enough time to plug their leaks. It is interesting that a government official would give such undertakings on behalf of a (newly established) department of the Ministry of Security and Justice. The speed of the response is also notable. I would have expected lengthy internal discussions and a polite but noncommittal answer a month or more later. Perhaps this was seen as a good opportunity for the new department to establish a reputation. But for @ntisec, things did not progress fast enough. We find the following post, dated 20 January (two weeks later) on Pastebin.


    ‘I have told @NCSC_NL what I find most dangerous. It’s not that the infrastructure can be found using a search engine – that’s not the problem. The real problem is that much of the #SCADA infrastructure was never intended to be used online at all. It is not designed to be web-enabled. There are many #exploits, #backdoors and #0days. The systems vary greatly in terms of use: some control production processes in a biscuit factory, while others control railway signalling systems or the gas being pumped from Slochteren.


    These systems have more holes than a sieve. And I’m saying that I can get into them if I have to!


    But under Dutch law, that makes me a terrorist. I am not a terrorist – I am a whistleblower.


    These systems should not be #webfaced – they should not be connected to the public internet!


    BRING BACK THE TRUSTY #AIRGAP = uncouple everything from the internet.


    I have given @NCSC_NL information about (among others):


    #GASUNIE -> Was told that this is not a high-risk system (EVIDENCE = NONE)


    #SCHIPHOL -> Heard nothing more


    #Department of Transport, Public Works and Water Management -> Heard nothing more


    #Sewage systems in #DOETINCHEM -> Heard nothing more


    #Ballast Nedam -> Heard nothing more.


    #CANADA gas ->Heard nothing back


    I have therefore started to disclose #SCADA problems in the Netherlands, but only to indicate where the risks lie.


    The systems I have described can be accessed legally if there is no damage. You can lower barriers, turn lights on and off, turn someone’s central heating up to max, or activate and deactivate alarm systems.


    Nothing serious... yet.


    Do things have to go seriously wrong before the problems are acknowledged or investigated?


    Yours,


    Reply to @ntisec


    The conversation ends here. I came across only one more tweet, dated 15 February: ‘Found a new #DUTCH #SCADA threat so big I cant fulldisclose right now. I gave the @ncsc_nl 2-1/2 weeks to fix it Then #FULLDISCLOSURE.’


    What was this all about? I asked Barend Sluijter of the NCSC, a generalist who is well informed about most developments. Sluijter told me that the person responsible for the Pastebin correspondence was no longer with the organization but had carefully documented the case. He invited me to NCSC’s offices, where his colleague Tarik El Yassem would take me through the files.


    On the seventh floor of the ministry building in The Hague, having passed through the second set of security doors and ID checks, I found the two gentlemen waiting for me in the meeting room. On the table was a pile of print-outs, which I was soon to discover were the tweets and Pastebin posts exchanged between @ntisec and their erstwhile colleague. Sluijter told me that they had already started to investigate vulnerabilities in SCADA systems even before @ntisec’s first contact, and the Expertise & Advice team was working on a factsheet. The centre also has a Monitoring & Response team which, as the name suggests, monitors various media and communication channels including Twitter. When @ntisec started to tweet names, addresses and passwords, they decided that it was time to establish direct contact. The former employee sent @ntisec a draft of the factsheet.


    The NCSC approached various system owners to inform them of the possibility of imminent disclosures. There was no obligation to do so, since only the large water management systems managed by Rijkswaterstaat fall under central government’s responsibility. However, it seemed appropriate to keep everyone informed as a matter of courtesy. It was of course difficult to ascertain whether the system owners took any action. ‘There are so many links in the chain that it is virtually impossible to follow them all up. And there are always a few who take absolutely no notice anyway,’ comments Sluijter, ‘but we did what we could.’


    I asked whether the new centre had used the incident to establish its name and reputation. ‘No, we had quite enough to do tackling the real problems. Profiling was not a priority.’ Moreover, full disclosure – the publication of security vulnerabilities with no prior warning – would not have benefited the centre in any way. Media attention would have been intense but short-lived. Dealing with someone who wishes to remain anonymous brings its own problems. ‘It’s impossible to build any sort of relationship with an anonymous informant. Moreover, you can’t offer immunity from prosecution to someone without knowing their identity.’


    I wrote my account of the conversation which, together with the story of @okoeroo, I developed into a draft that I emailed to the various people mentioned. I also posted it on Pastebin so that @ntisec could have his say. The topic is clearly of interest in this anonymous community: within minutes my post had attracted 87 ‘hits’. @ntisec sent a tweet asking whether Barend Sluijter and Tarik el Yassem could also be contacted through Twitter. Predictably, he does not receive a reply from either: they are less than pleased with such a personal approach from someone who is claiming anonymity. Sluijter and El Yassem were aware of the interest among Pastebin users, and may well have been slightly concerned.


    @ntisec sent me his comments on the draft later the same day. At first, I thought there must be something wrong with the settings on my computer because his message contained some strange symbols. I then realized that he had deliberately used these characters to put search engines off the scent. That would be quite clever but for the fact that the same words appeared in my draft. He starts by saying that he should have appeared in the EenVandaag item, not Oscar Koeroo.


    ‘Blokzijl and I had an agreement: I was to be interviewed anonymously!!! And I was supposed to get an appearance fee of 250 euros. I went to a lot of trouble to get him the extra information and to set up the Salvation Army demo. But then he went with Oscar instead. I think that was just easier and safer for him. I feel royally screwed by Blokzijl.’


    He goes on to explain his tweet of 15 February (‘Found a new #DUTCH #SCADA threat so big I cant fulldisclose right now. I gave the @ncsc_nl 2-1/2 weeks to fix it Then #FULLDISCLOSURE’). This concerned a company that specializes in third-party hosting for SCADA systems. He had been able to hack its servers and gain full access. He reported his findings to the company but received no reply. He did however notice frantic activity as it attempted to plug the leaks. All in all, @ntisec was far from pleased, feeling that his efforts had been underrated.


    This was not entirely true since Blokzijl’s item had prompted an extensive discussion of the SCADA issue in parliament. The Minister of Security and Justice had answered questions about the tasks and responsibilities of the various levels of government: was it for the state to determine whether security was adequate? The minister did not mention the NCSC’s forthcoming SCADA checklist, although I feel certain he must have known about it. Perhaps he did not wish to influence the process, or perhaps it had simply slipped his mind. In any event, the checklist was available when the discussion resumed on 20 March, by which time action had been taken.


    For @ntisec, all this was irrelevant. He opted for immediate full disclosure. If he was hoping to keep a low profile, he failed miserably since even foreign intelligence agencies now had him in their sites. On 23 July 2012, the FBI circulated a warning mentioning his name. It refers to the hack of a SCADA system belonging to an airconditioning company in New Jersey earlier that year. The hackers had used the IP address method to access and control various climate control systems. According to the FBI, the entire hack had been inspired by a message posted by @ntisec on 21 January under the title, ‘#US #SCADA #IDIOTS’, followed on 23 January by ‘#US #SCADA #IDIOTS part II’. The Department of Homeland Security found it appropriate to send a warning to all companies with similar systems. The FBI instructed its informant Sabu to pump @ntisec for further information. What other vulnerable SCADA systems did he know about? The motives remain unclear, but it seems likely that the FBI wanted to add @ntisec to its growing list of hacking arrests.


    But @ntisec’s real identity remained secret, as it must here too. While governments on both sides of the Atlantic were dealing with his disclosures, he made yet another. With the help of Anonymous, he tapped into the teleconferencing system of the Dutch Ministry of Defence. Like the earlier hack, this was disclosed by someone else: @UID_, the professional hacker Rickey Gevers.

  


  
    9. @UID_ calls the navy


    Defence communication system accessed using default password


    Rickey Gevers, a full-time hacker working as @UID_, received a tip from @ntisec about a video-conferencing system used by the Dutch Ministry of Defence. The system was online, and you could get in using the default password given in the user’s manual, which was also available online. Gevers logged in and found that he could access the personal account of a very senior officer. He demonstrated the hack to a journalist from De Volkskrant, who contacted a lawyer and then the ministry itself. A spokesman asserted that all networks were perfectly secure. Within hours, however, Gevers noticed that the system had been taken offline.


    There had been a serious vulnerability that was now rectified, while the person who discovered the problem avoided any adverse consequences. This was a hacker who knew precisely how far he could go while remaining on the right side of the law, possibly because he had been convicted of computer misuse on a previous occasion.


    @UID_ is, as his Twitter profile states, a ‘criminal brought to justice’. I visited him at his home, where he told me about his brush with the law. The High Tech Crime Unit had received information from the FBI: Michigan University had been hacked and the perpetrator’s IP address was traced to Amsterdam. It could also be linked to a Hotmail address, but that was all. The IP address led the police to a student hall of residence on the outskirts of Amsterdam. On 27 August 2008, officers visited the premises where they found an open Wi-Fi system used by some five hundred students: needles and haystacks. They asked the system administrator whether he knew the owner of the Hotmail address. ‘Well, yes I do,’ came the reply. ‘He emails me almost every day. He lives just over there...’


    It was barely dawn when the ten-strong arrest team entered the student’s room, eschewing the traditional formality of knocking. They broke down the door, shouting ‘Police – get out of bed NOW!’ At first, Gevers thought it was some sort of student prank. From his top-bunk bed he heard someone say, ‘He’s not here.’ ‘Yes I am,’ he mumbled sleepily. He was quickly manhandled to the floor. ‘Get some clean clothes on, you won’t be coming back for a while.’


    He was taken to a police station for questioning. ‘What do you want to do when you leave university,’ he was asked. ‘More or less what you do,’ Gevers replied. ‘But I think I may have buggered my chances now.’ The police investigation revealed that he was one of five hackers who had accessed various university computer systems in the Netherlands, Europe and the USA. The hackers met each other for the first time in court, where they heard the charges brought against them: stealing passwords, installing malware and exchanging videos via university servers. All five were convicted of computer misuse, copyright violation and membership of a criminal organization. Gevers was sentenced to eighteen days’ detention.


    It was a salutary experience. On his release, Gevers decided that in future he would use his hacking skills to help others. He started work with Digital Investigation as a ‘forensic consultant’, whose task was to find and analyse digital information that would help the police solve cybercrime. Pim Takkenberg, the team leader who had also been responsible for Gevers’ arrest, remains extremely impressed by this career switch. ‘Rickey is the living example of how people learn from their mistakes and can turn their lives around.’ Gevers nevertheless maintained his contacts with some less upstanding members of the hacking community, such as Anonymous. It was through this channel that he received the tip about the Ministry of Defence conferencing system.


    On Monday 20 February 2012, @UID_ received a Twitter direct message from @ntisec, who said that he had received a tip from Anonymous. The vulnerability was of such ‘high calibre’ that he didn’t want to burn his fingers. He had approached journalists Blokzijl and De Winter but they had done nothing. He was now asking @UID_ whether he might like to look into it. Gevers was indeed interested. He used a secure and anonymous connection to download the user’s manual of a CISCO video-conferencing system, an IP address and instructions to log in using the default password.


    Having logged in, Gevers was astonished to find himself in the personal online environment of the Director of Maritime Maintenance, Commander A.J. de Waard. He checked the IP addresses, telephone numbers and names to determine whether this really was the Ministry of Defence server. And sure enough, it was. He tried to open various other pages in the system – and with success. By using the ‘brute force’ method of entering many possible passwords in quick succession, he could move at will through the entire system. Gevers was shocked and uncertain how best to reveal his findings. Full disclosure might lay him open to criminal charges and he had little desire to find himself back behind bars. He therefore decided to approach a journalist: Victor de Kok of De Volkskrant. Gevers knew that this national daily newspaper had lawyers with experience of responsible disclosure cases. He invited De Kok to see for himself what he had found.


    Gevers welcomed the journalist to his small student flat on the Wednesday afternoon. Gevers worked at his laptop while De Kok kept an open line to the newspaper’s lawyers. They logged in as the Director of Maritime Maintenance and used the video-conferencing system to call the commanding officer of a navy base in Den Helder. No reply. De Waard’s personal address book also included warroom@denhaag and testsite@US, but both seemed rather too risky. De Kok decided to call the navy base directly to report the leak. He was put through to someone who at first seemed not to understand the problem. He then said that the video-conferencing system was no longer in use, and had been out of use for some time. Gevers could see from the log files that several calls had been made barely an hour earlier. When he mentioned this, the spokesman had no answer. Gevers then saw the system disappear from the online environment extremely quickly. The plug had been pulled.


    De Kok was now able to disclose the situation without posing a risk to national security. On Friday 24 February, De Volkskrant ran with the headline, ‘Defence communication easy to crack’. The article describes how its journalists had watched as cybercrime expert Rickey Gevers logged into the system two days earlier. They had not eavesdropped any conversations or meetings, the article stressed, but the journalists could see that a senior officer had taken part in teleconferences at least five times that week alone. A spokesman for the Ministry of Defence conceded that ‘our cyber security department encourages caution when using this type of system because they can be easily hacked.’


    The spokesman in question was Maarten Hilbrandie, whom I later contacted. He told me that all communication systems had been checked as soon as the journalist reported a problem, but nothing untoward was found. He had been told that none of the systems was online. Only later did he discover that there was another system which was indeed connected to the public internet. This was against all regulations and this system was promptly taken offline at 21.25 on the Thursday evening.


    The article in the Volkskrant was immediately picked up by other journalists and, predictably, questions were raised in parliament. During the weekly question time on Tuesday 28 February, Wassila Hachchi took to the rostrum. As we have seen, she was among the members who supported the idea of immunity for ethical hackers. On this occasion she had another direct interest, having been a naval officer and a Ministry of Defence official. She directed her questions to the Minister of Defence, Hans Hillen.


    ‘It is possible to intercept communication conducted by a senior officer, a man with stars on his shoulders, who is privy to much sensitive and confidential information, to say nothing of names, telephone numbers and IP addresses of other senior officers. Modern communication is of course essential to the Ministry of Defence, but it must be as secure as possible. I have five questions for the minister. What discussions have been subject to eavesdropping? What information has been leaked as a result? How many people have been ‘bugged’ in this way? I understand that some seven communication systems have been shown to be vulnerable: are there more which are at risk? And what action does the minister intend to take?’


    Hillen first attempts to divert attention – and blame – onto the media. ‘There was a time when everything you read in the newspapers was indeed true. Unfortunately, those days are long past. It is far more interesting for a newspaper to report that computers used by senior defence officials have been hacked rather than to present the truth.’ The minister goes on to state that the system in question did not belong to the Ministry of Defence but to a maintenance company. ‘It is used to exchange information relating to the maintenance of naval vessels, in order to avoid the costs that would be incurred by holding face-to-face meetings.’ He goes on to assert that no systems had been ‘hacked’ in any way, but that a warning had been issued to all Defence units, ‘just to be on the safe side’.


    Hachchi was not satisfied. ‘The minister is wrapping the issues in the mantle of love,’ she states poetically. ‘There is, he asserts, nothing to worry about. I have to ask whether this response is in the best interests of the Ministry. Just how closely does the minister examine incidents? How carefully does he investigate them?’ It is a question of awareness, contends Hachchi. Whether data is held on the systems of a maintenance company or those of his own offices in the Hague, it belongs to the Ministry of Defence. So, what action is he going to take? It is pointless to say that everything is in order if we are only going to find ourselves back here in a few weeks because it has become clear that it is not.’


    Next to address the House was Arjan el Fassed (GroenLinks). ‘Mr Speaker, week in and week out we hear of fundamental security flaws affecting large companies such as KPN, local authorities and central government. One problem is the use of default passwords. This is the case here. It appears that Defence wants to drive a tank down a street in which all the front doors are made of cardboard.’ Hillen replies that the ‘tank’ has been decommissioned and that the Ministry of Defence will ensure that all systems, including their passwords, are made fully secure This will take some time because it is a large organization. The minister undertook to submit a full report to the House as soon as he is able.


    This was the final statement made by minister Hillen about the security of computer systems, or the lack thereof. For the House, it was latest in a long line of disclosures calling for government action. Ivo Opstelten and the NSCS were by now developing the necessary policy: more about that later. First, let us examine how Commander de Waard, the officer who broke regulations by using the insecure system, emerged from the incident.


    I called the Ministry of Defence and was put through to the commander almost immediately. I told him about my research and that I planned to devote a chapter of this book to Rickey Gevers’ disclosure. ‘Ah, the VTS,’ he said. ‘Excuse me?’ ‘The Video Teleconference System. I used to travel a lot between The Hague and Den Helder, so the chaps in Maintenance installed the system to save my time and their money. It was very useful.’ De Waard insisted that the system could only be used within Maritime Maintenance; there were no connections with any other Defence units. When I mentioned the hack, he casually replied, ‘Yes, I suppose someone should have changed the default password. That wasn’t so clever, eh?’


    I refrain from asking whether it had been De Waard himself or the ‘chaps from Maintenance’ who were responsible for changing the password. The crux of the matter is that several security vulnerabilities had been ignored until an outsider brought them to public attention. Only then did anyone start showing and interest in security. Gevers and De Kok may not have given the Ministry much time to plug the holes, but at least their disclosures had the desired effect. They did not face criminal charges. De Waard assured me that he too had suffered no adverse consequences.


    A year later, Rickey Gevers hit the headlines again when Digital Investigation was given a 750GB database file. Investigation revealed that the information it contained had been obtained by the Pobelka botnet and included usernames and passwords of hundreds of Dutch companies and official organizations. Gevers reported the matter to the police and the NCSC but no action was taken. In February 2013, he therefore took his findings to journalist Jeroen Wollaars, who produced a news report for NOS television. Everyone who might have been affected was invited to contact Digital Investigation to check whether their information was in the database. The requests came thick and fast: from security companies, air traffic control, banks, hospitals, water management authorities, chemical plants... the list went on. And in many cases, the answer was ‘yes – your passwords are here’. The government did now spring into action. Although the perpetrators have as yet not been caught, the extensive media attention encouraged people to change their password.


    Rickey Gevers’ conversion from ‘bad guy’ to ethical hacker has featured in various articles. He has been held up as a role model for young hackers to follow. Rickey is also a key figure in Maria Genova’s book, Komt een vrouw bij de hacker. The author wanted to know what it feels like to hacked. After a long search, she found only Gevers willing to show her.


    I have space to present only a few of Gevers’ many accomplishments. There will no doubt be many more. He is a hacker with daring, keen to show his ability and willing to take a few risks in order to make the digital landscape more secure. Gevers’ high profile stands in stark contrast to that of our next hacker. Floor Terra is cautious, almost secretive, yet he too has played a prominent role in promoting responsible disclosure.

  


  
    10. @floorter: a man in the middle


    ING Bank denies leak in Mobile Banking app, but opens a report desk just in case


    Joost Blokzijl, who covered the Veere pumps story for EenVandaag, did not have to wait long for his next big scoop. In early 2012, Floor Terra, aka @floorter, determined that ING Bank’s new mobile app was vulnerable to a ‘man-in-the-middle’ attack. It had been downloaded more than 800,000 times, and some 300,000 people were using it on a daily basis. Terra contacted ING to report his findings; nothing happened. Only when he wrote a blog about the problem and EenVandaag became involved did the bug get fixed. ING Bank made absolutely no acknowledgement of Terra’s input, but his work would prove of great value to the cause of responsible disclosure in the Netherlands.


    Floor Terra combines an affinity with technology with a strong sense of social awareness. He graduated in Astronomy and went on teach physics before turning his hand to software design (he created the secure connections for the Respect My Privacy Foundation). He later joined the staff of Nikhef, where he was involved in data analysis and administering the control and monitoring software. Today he works for the Dutch Data Protection Agency, where his official job title is simply ‘technologist’. He also writes about various aspects of cyber security on his personal blog (floort.net/blog). Floor Terra has a long track record as an ethical hacker who follows the rules of responsible disclosure to the letter. If he finds vulnerability, he will always inform the system’s owner immediately rather than going to the press as some less conscientious hackers have been known to do.


    In late 2011, ING launched a new mobile banking app. The accompanying PR campaign stressed its convenience and ‘user-friendliness’. Terra knew that the security of an app like this is a matter of immense importance to society at large. Thousands of people would soon be using it to pay their bills and transfer money between accounts. If someone could intercept communication between the mobile device and the bank’s systems, they could hijack a transaction, change the account numbers, and siphon money out of the user’s account into their own. This is known as a ‘man-in-the-middle’ attack and can be prevented by using SSL (Secure Socket Layer), an encryption protocol based on security certificates which prove that the sender and recipient of a message are who they claim to be. Terra examined the design architecture of the app. Did it use SSL and were certificates being exchanged? The answer to both questions was yes. Well, that’s alright then, isn’t it? Not quite. The app did not check the authenticity of the certificates it received. Anyone could make a fake certificate and play ‘man in the middle’.


    Or at least, this was his very strong suspicion. He would have to test his theory, but to do so meant committing an act that would expose him to criminal charges. This was something he was keen to avoid. He contacted ING’s customer helpdesk and was reassured that the app was entirely secure. The helpdesk agent noted the details and promised to get back to him. He heard nothing more. On 15 January 2012, after several weeks of deafening silence, Floor Terra wrote a blog about his suspicions. He concludes by asking, ‘Can I demonstrate that the application’s security is flawed in order to prove my theory?’ Joost Blokzijl read the blog and immediately saw another interesting news item for EenVandaag. Although lacking visual appeal (like the SCADA story), mobile banking was becoming increasing popular. The sheer number of users meant that any doubts about security were extremely newsworthy. He contacted ING Bank, which declined to comment. The Dutch Banking Association was similarly taciturn. Floor Terra was willing to be interviewed, but as an ethical hacker he wanted to give ING enough time in which to rectify any problems. They agreed that two months ought to be more than enough.


    On 21 March 2012, EenVandaag opened with the words, ‘ING mobile banking unsafe for months, security experts claim. They are talking about gross negligence and a beginner’s mistake by the bank.’ As usual, the programme manages to grasp the viewer’s attention from the outset. We see the original TV advert for the app; the picture breaks up amid crackling and bleeps. Terra is seen in silhouette. As random code rolls across the screen, he states: ‘There is something wrong here. This app is not secure. A basic error.’ Cut to Prof. Bart Jacobs of Radboud University. ‘This is a disgrace. ING has made a laughing stock of itself in security circles.’ The tone has been set. Now come the details of the story.


    Voice-over: ‘It has been downloaded 800,000 times and 300,000 people use it every day. But is this app secure enough?’


    Terra: ‘The bank’s customers face a real risk.’


    Voice-over: ‘This is Floor Terra, student of physics and astronomy and, let’s just say, ‘good with computers’. He does not think of himself as a hacker, although other people might call him that. He has discovered a security flaw. (…) According to him, an essential security measure is missing.’


    Terra: ‘At first I thought, well, no one could forget that. I checked and in less than an hour I found a way to intercept communication between the app and the bank. I set up my own server so that I could ‘pretend’ to be ING Bank.’


    By way of illustration, we see an animation of a bank, a mobile phone and a padlock, which is then crossed out amid more computer bleeps. Next we see Jacobs again. He praises Terra for having reported the problem ING so promptly. The professor then confirms that the flaw could indeed have been exploited by cybercriminals. ‘ING could and should have found this themselves. Clearly their quality control procedures are severely lacking. If I were an ING director, I would be very concerned.’


    EenVandaag announced that users were now being asked to download a new, secure app. ‘You can see it’s secure from the little padlock symbol’, explains Terra. So, the problem had been fixed. But ING was still unwilling to acknowledge that there had been a problem in the first place. The bank refused an interview but did issue a written statement. In rather tetchy tones, it asserted that the app is and always has been secure, making no mention of Terra’s assistance.


    ‘Our customers can safely use the ING Mobile Banking App. Hundreds of thousands of customers are doing so on a daily basis. We have made no concessions in terms of either security or convenience. Security is at an extremely high level. This app has been subject to extensive and varied testing. The security features are not always obvious to external experts. Since its launch in November 2011, there have been no reports of fraud or misuse. Needless to say, we wish to ensure that this remains the case. A team of specialists is therefore working on the further development of the mobile banking services made possible by this app, so that security and convenience will remain guaranteed. We listen carefully to the wishes and requirements of the app’s users. Our customers have made a number of suggestions for improvements. Their feedback led to the recent addition of the address book feature, for example. We have also received recommendations with regard to security. All are carefully considered and are acted upon where appropriate. We are extremely grateful to all customers for their valuable input, which we take extremely seriously.’


    Soon after the broadcast, @floorter received a tweet from @mount_knowledge: ‘ING app SSL issue is old news. I wrote about it last November.’ Sure enough, a comprehensive account of the problem appeared on Richard van den Berg’s blog page. @floorter replied: ‘In that case, ING was when they said that no one had reported it before.’ He later added, ‘The fact that security reports like this are not centrally coordinated is also a problem.’


    In late 2013, I wrote an article about the ING case for the Dutch information security journal, Informatiebeveiliging. Just as I was about to submit it to the editor, I received a direct message from @floorter: ‘Positive news’ followed by a link to a subpage of the ING website in both Dutch and English. It includes a section headed ‘Reporting Vulnerabilities’ and a paragraph on responsible disclosure which invites anyone who ‘has the skills and has discovered a security vulnerability in our systems to help us by reporting these vulnerabilities, so that we can improve the safety and reliability of our systems together.’


    The page goes on to list the rules. Do not: install a backdoor, delete or edit any data in the system, alter any part of the system architecture, attempt to gain access more often than is absolutely necessary, use ‘brute force’ methods, disclose any information about the bank or its customers to third parties, or disclose your findings to any third party. Provided these rules are observed, ING Bank promises not to pursue legal action. In fact, the person making the report could be eligible to receive an (unspecified) reward. An email address is given, and it is possible to make a report anonymously if you prefer (and are willing to forgo the promised reward).


    I used the email address to forward a draft of this chapter, asking whether the bank had adopted its responsible disclosure policy as a result of the Floor Terra case. I am of course aware that this address is not intended for this type of communication. Nevertheless, within four hours I received a reply from one Inge Witteman who writes:


    ‘ING introduced a responsible disclosure policy because we consider it important that our customers should be able to conduct their banking business in a fully secure environment. We are therefore open to the contributions of experts who wish to support this aim by notifying us of any vulnerabilities they may find. The responsible disclosure policy has been adopted by several organizations working under the auspices of the Dutch Banking Association. Responsible disclosure is also being applied in other sectors. The specific case raised by Floor Terra was not a motive for our adoption of the policy.’


    There had been many developments in the eighteen months since the case had played out. The NCSC had published its Guideline for Responsible Disclosure, which had been adopted by various organizations, most notably in the telecom and banking sectors. Its authors invited input from several ethical hackers. They included Floor Terra, who later helped to produce a standard text that organizations can include on their websites inviting helpful hackers to help them. It can be found at www.responsibledisclosure.nl and in the appendix to this book. However, close examination of the Guideline suggests that Minister Opstelten and his advisors relied heavily on one particular source, the Dutch online auction side Marktplaats.nl.

  


  
    11. @legosteentje earns a white hat


    Marktplaats.nl, pioneer of responsible disclosure


    Marktplaats.nl is an interesting target for hackers. It is an online auction site, similar to eBay, which attracts some 1.3 million visitors every day. Although most listings are for low-value, second-hand items, a very large amount of money changes hands. The thousands of usernames and passwords alone would be of immense value to cybercriminals because many people use the same password for several different sites. The security of marktplaats.nl is therefore tested, officially and unofficially, at very regular intervals. At so-called ‘Beer, Pizza & Hacking’ evenings, staff developers attempt to find the weak points in each other’s code, thus learning lessons for the future. The company also takes a positive view of reports from ethical hackers and has implemented a formal responsible disclosure policy. Anyone finding a vulnerability is encouraged to report it and will be rewarded for doing so. There are a few conditions: they must report the problem to marktplaats.nl before sharing any information with anyone else; they must give the company time to take remedial action, and they must not cause any loss or damage. One hacker who met all the requirements was Pieter Vlasblom, otherwise known as @legosteentje, who was just 19 years old when he ‘pentested’ the site in early 2012.


    Vlasblom was still at college but found that the classroom did not offer enough challenge. He preferred the more hands-on approach of a work experience placement where he was required to work on developing an application that automatically files listings on Marktplaats. He thought that he could do better and set about producing a rival version using Ruby, an open-source programming language. He then did what hackers are inclined to do: enter ‘extra’ code here and there to find out what would happen. He inserted HTML and JavaScript into advertisement texts. In other words, he used Cross Site Scripting (XSS). And it worked. The advertisement now behaved like a website, and @legosteentje was able to use popups to entice Marktplaats users to other sites.


    He realized that some people might frown on what he had done. He was afraid to contact the site’s owner directly for fear of repercussions. On 2 March 2012, he sent a cautious tweet: ‘Have found a security problem with marktplaats’ A reply from @basanneveld soon followed: ‘We would like to speak to you if you have found a bug. We have a responsible disclosure programme; tinyurl.com/7orv6ap.’ Anneveld stressed that he was interested only in the results of the hack, not its legality. The two began an email exchange and the security problem was resolved within a day. To his surprise, Vlasblom was sent a reward: 350 euros in PayPal credit and a package containing a ‘Classified White Hat in a Black Box’. @legosteentje was now an official white hat hacker!


    His work experience placement finished a few months later but he saw little point in going back to school. He invited himself to coffee with Anneveld and asked whether there was any chance of an internship with Marktplaats. He started work with the company in June 2012. Vlasblom wrote a program, again using Ruby, that would test Marktplaats for various vulnerabilities: SQL injections, port scans, XSS: a sort of automated @legosteentje. If the program found anything untoward, Vlasblom would immediately notify the relevant department.


    The moral of the story is clear: all’s well that ends well. Of importance to this book is that Marktplaats, as far as I am aware, was the first Dutch organization to publish a formal responsible disclosure policy. I believe that this policy formed the template for the Guideline produced by the NCSC the following year.


    The people behind Marktplaats’ policy were Robin Schuil (co-founder and Innovation Programme Manager) and Bas Anneveld (Site Operations Manager). Schuil became a particularly vocal champion of responsible disclosure, speaking at meetings where he would recount the story of @legosteentje. There have been some minor tweaks over the years, but if we look at a screenshot of the Marktplaats’ Responsible Disclosure Policy as it appeared on the website in 2012, we see some remarkable similarities with the NCSC Guideline. One difference, of course, is the target audience. Marktplaats is addressing the ethical hacker, whereby the policy statement begins:


    ‘We recognize the important role that security researchers and our community play in keeping Marktplaats and our customers secure. If you believe you’ve found a vulnerability, we would like to work with you to investigate it as quickly as possible. Please send us as much information as possible to help us better understand the nature and scope of the possible issue.’


    Next come the rules and conditions. ‘If you find a vulnerability, report it directly and immediately to security-bug@marktplaats.nl. Do not make any other form of disclosure on any other forum.’ (Today, this virtually goes without saying but ‘full disclosure’ was still relatively common at the time.) ‘Provide full details of the type of vulnerability you have found and precisely where you found it.’ ‘Give us enough time to rectify the problem.’ (Exactly how long this would be depended on how complex and serious the vulnerability was, but as a general rule Marktplaats applied a period of thirty days.) ‘After that, you may disclose your findings to the general public.’ Finally, hackers were reminded that causing any damage to the system was strictly forbidden, as was accessing confidential information pertaining to other users.


    Anyone who followed these rules and was the first to report a vulnerability was in line for a reward. The amount varied according to the severity of the problem but the average seems to have been around 350 euros, paid through PayPal. There was no reward for anyone who had used ‘brute force’ or social engineering methods, who reported that the site was susceptible to DDoS attacks, or had found a bug that was not the direct responsibility of Marktplaats itself, since all companies are at the mercy of their external providers to some degree. Marktplaats promised to reply to all reports within three days. The hacker would be kept fully informed about the follow-up action and all communication would be conducted in the strictest confidence. Provided all rules had been followed, Marktplaats promised not to take any form of legal action.


    When @legosteentje earned his white hat, there was still no official government guideline. That would be published a year later, although minister Opstelten did inform parliament that a guideline was forthcoming on 10 April 2012, the day on which the House convened to discuss ‘Cyber security and the security of government websites’. The agenda included various topics that we have already touched upon: the DigiNotar hack, IT security audits, municipalities’ use of DigiD and the Veere pumps situation. The discussion also considered the role of the NCSC and how the Dutch government should approach the concept of ethical hacking.


    The debate was opened by Jeanine Hennis-Plasschaert (VVD): ‘The government’s recent written statement about the SCADA matter has provided some reassurance. However, I cannot stress strongly enough that, if all ministries, municipalities and water management authorities continue to ‘do their own thing’, the government and our country’s vital infrastructure will remain riddled with security flaws. Direction and coordination are essential.’


    André Elissen (PVV) appeared satisfied with Opstelten’s written statement. ‘The National Cyber Security Centre has restored order to a chaotic situation by publishing a simple checklist and useful information that will help the owners of SCADA systems implement the necessary improvements to their security.’


    Jeroen Recourt (PvdA) spoke on behalf of the people he described as ‘the boys and girls who sit in their attics, tinkering with various websites and computer systems. You can view their activities in the context of criminal law, but I believe that this would not be in the nation’s best interests. I see much creativity that can be put to good use. We must not push these people further into the criminal milieu. But if the government shows no interest in using their abilities, criminal organizations most certainly will. They need the same knowledge and expertise.’


    Hennis-Plasschaert dismisses the suggestion of immunity for ethical hackers as a sort of ‘job creation scheme’. Her alternative is a statutory reporting requirement. If there has been a data breach as a result of an organization’s lax security, that organization should be obliged to inform everyone who has been affected. She reminded the House that she had sponsored a Bill to this effect, which was still pending.


    Wassila Hachchi (D66) brought the debate back to the question of ethical hacking. She directed her comments to the Minister of the Interior, Liesbeth Spies. ‘I welcome the minister’s positive response to my suggestion that students, or ‘whiz kids’ as she refers to them, should be involved in hack testing. I hope that she will keep me abreast of developments, and perhaps my colleagues as well, although the minister has indicated that she does not wish to court too much publicity.’ Hachchi appeared to be hinting that she had been in ‘behind-the-scenes’ negotiations with the Minister, an impression confirmed by her following remarks.


    ‘I have also spoken to the minister about a formal guideline which will determine how the authorities approach ethical hackers. The government itself has yet to decide the appropriate response to ethical hacking and responsible disclosure. Computer experts who have reported situations of concern do not know what response they can expect. One municipality is grateful and takes action to resolve the problem, while another takes legal action against the hacker, pressing criminal charges or suing for damages. I am told that there is as yet insufficient jurisprudence to guide a decision as to whether a hacker is criminally liable. It is for this reason that I have suggested the production of a formal guideline.’ Hachchi then illustrated the need for such a guideline by recapitulating the details of the Veere case.


    The remainder of the debate was very much along the lines of previous sessions. Members demanded further information about the status of cyber security in the Netherlands and urged more forceful action on the part of the government. A few suggested that the NCSC should be given statutory powers to inspect organizations’ security arrangements and issue fines to those who fail to meet the minimum requirements. Minister Opstelten assured the House that progress was being made, but ‘the NCSC is not a regulatory authority that can demand to see the security arrangements of all organizations in the public and private sectors. Having such an authority is highly undesirable, since it would erode the direct responsibility of other parties.’ In other words, the liberal minister does not want to interfere too much in local matters. However, he did now appear to support the general principle of responsible disclosure.


    ‘I now turn to Ms Hachchi’s point about ethical hackers, to which my colleague Minister Spiers will also respond. It is important that we treat all hackers in the same way. A guideline for responsible disclosure is currently in development. It requires a hacker who discovers a security vulnerability to refrain from making any public statement until that vulnerability has been resolved. The National Cyber Security Centrum will, if required, act as an intermediary in bringing the hackers’ knowledge and information to the attention of system owners. Ways in which ethical hackers can be given a role in the responsible disclosure of vulnerabilities are currently being examined. However, I wish to stress that this does not mean that hackers will be given carte blanche to act as they please.’


    Apparently, there had been extensive behind-the-scenes discussion about ethical hacking. A guideline was in production and there was soon to be an institute to oversee everything: the NCSC. According to Barend Sluijter, the debate of 10 April 2012 was the green light to begin rolling out the ‘official’ responsible disclosure policy in public. The people who devised that policy had been in talks with many of the experts named in this book: Floor Terra, Oscar Koeroo, Brenno de Winter, Lodewijk van Zwieten, Bart Jacobs and Robin Schuil. They had even invited @ntisec to contribute but he declined.


    It was several months before Ivo Opstelten could present the guideline to the House, and several more before its contents were discussed in detail. Meanwhile, there were several incidents which increased pressure on the NCSC to ‘make a good job of it’. The first was a disclosure involving a member of the House of Representatives itself. Henk Krol, parliamentary leader of the 50PLUS party, had accessed the computer system of a diagnostic clinic, which contained sensitive medical information pertaining to individual patients. Rather than contact the system owner, he took his findings straight to the media. He was convicted of computer misuse. Another incident involved a hacker who found vulnerabilities in the systems of the Groene Hart hospital in Gouda. He too was prosecuted and convicted. An incident that attracted slightly less publicity, but only because the perpetrator was underage, was the Habbo Helpdesk hack. In all these cases, journalist Brenno de Winter was on hand to fan the flames of the media and political discussions.


    Pieter Vlasblom, alias @legosteentje, quietly carried on doing what he is good at. He carried out a successful cross-scripting hack of the Spotify music streaming and download site, which earned him a very nice ‘goody bag’. I was able to benefit from his experience on 5 March 2013, when a hacker ‘full disclosed’ details of a leak in my own website on Twitter. Pieter was the first to warn me and thanks to him I was soon able to plug the hole. In July 2013, his internship came to an end and he was given a permanent contract with Marktplaats, now owned by eBay. His work involved testing security for various eBay companies worldwide.


    As I was putting the finishing touches to this case study in December 2014, I returned to Pieter’s Twitter feed. In a tweet dated 17 July, he admits to being a bit ‘bored’ with security testing. This is his final tweet as @legosteentje. Pieter Vlasblom has since reinvented himself as @ChunkrGames, a YouTube game commentator. He has produced a series of videos, intended primarily as tutorials it seems, in which he manoeuvres around the virtual world of Minecraft explaining his every move with great enthusiasm. They have enjoyed some success, with over fifty thousand channel subscribers and millions of views. Despite his white hat, it seems that Pieter is more of a gamer than a hacker. The same can be said of the hero of our next chapter, @jmschoder, who hacked the virtual world of Habbo Hotel almost by accident. His efforts were not so warmly received.

  


  
    12. @jmschroder calls the Habbo helpdesk


    Underage hacker kept on hold for two years


    Habbo is an MMOCC: a massive multiplayer online community chatroom. It began in 2000 as a fan site for a Finnish rock band and has since grown to become a global platform visited by millions of teenagers from all parts of the world. As a ‘Habbie’, you get your own profile page and an avatar. You can wander around the huge virtual world, chatting and playing games with other members of the online community. Registration is free, but some features and privileges require the purchase of credits, for which you pay real-world money.


    Sulake, the company behind Habbo, has various sponsorship deals with large brands. The site is the ideal place to reach young consumers: a lot of them. According to published information, Habbo has over 273 million registered users in 150 countries, ninety per cent of whom are between the ages of 13 and 18. Approximately five million users are ‘active’ in that they visit the site at least once a month, with each visit averaging 41 minutes. ‘The time is spent together with friends in an environment created by both brands and users,’ according to Sulake. The company’s revenue for 2012 was 22 million euros but it nevertheless managed to post a loss. Sulake has frequently been acquired by other companies, albeit for relatively short periods. Until 2013, the Dutch division of Sulake and the habbo.nl site were owned by De Telegraaf Media Groep, publishers of the country’s most popular daily newspaper.


    Habbo is a lively micro-economy, with its own rules and rewards. Officially, betting is prohibited but players have ways of getting around that restriction. Communication with other players is actively encouraged, although a moderation (read, censorship) system protects the sensibilities of young visitors. Any term deemed to be even mildly offensive is replaced by the word ‘Bobba’. Following allegations of the site being used for ‘grooming’ by paedophiles, measures are in place to detect any sexually explicit interaction. And of course, the site is keen to identify hackers who use other players’ log-in information to seize control of the virtual goods.


    Moderators are constantly online, monitoring user interaction and addressing any inappropriate behaviour. A player who breaks the rules will receive a warning or can be barred altogether. Moderators can be contacted directly at help.habbo.nl. The helpdesk function is provided by the customer support multinational Zendesk. Anyone who has a Habbo account can automatically log in to their Player Support. In other words, you do not need to register separately: once you’re on Habbo, you also have a helpdesk account.


    In May 2011, Hans Schröder managed to do things the other way around. The fifteen-year-old had a question for the helpdesk but did not log in with his Habbo account. Instead, he created an entirely new account with Zendesk Player Support. Having received an answer to his question, he returned to the Habbo site. Here, he used the same email address to create another user account, which was then automatically linked to the Zendesk account. He noticed that he had not been asked to confirm the new account by email.


    On the evening of Thursday 12 May, he mentioned this to a friend he was ‘Skyping’. They have an idea: let’s try creating another Habbo account, this time using the e-mail address of the Zendesk employee who had answered Hans’ query. Why? To see if it would work. And it did. The account was created without any verification. This helpdesk employee had access to other systems. Because the email address was now linked to those systems, so did Hans and his friend. They found themselves in the ‘back end’ of the helpdesk application, where they could see some 15,000 queries from Habbo users. ‘You could search users by name, see all the tickets that had been dealt with, their IP addresses, everything,’ Hans told me. ‘I realized at once that I was not supposed to be here. Someone else could easily find this vulnerability and do some real damage, I thought.’


    He therefore decided to call Habbo the next day. But the next day was Saturday and the offices were closed. He tried again on Monday 16 May and was put through to someone by the name of Marion. ‘I wasn’t taken seriously,’ he recalls. ‘She just told me not to do it again and to contact the Zendesk helpdesk if I had any further questions.’ She then hung up. Schröder called back. This time he spoke to someone called Beau. ‘It was a good conversation. Beau thanked me for calling and asked me to send an email with the details. She said that she wanted to inform the users concerned and asked for all the customer information I could see. She also asked for my own IP address so that she could tell who was who.’


    Schröder diligently created an Excel spreadsheet containing the account details of 15,000 Habbo users, which he then forwarded to Beau. He expected a thank you, perhaps even a small reward. He did not receive so much as an acknowledgement. On Wednesday 18 May he therefore sent another message: ‘Hi – I didn’t get any confirmation that you got my earlier emails. And I think you said you wanted my IP address. I forgot but here it is.’ This time he did indeed receive a reply from Beau, who wrote: ‘Hey Hans!! I want to thank you for all your help. We received everything OK and are now starting work on it.’


    Two days later, Schröder was surprised to receive an email from Habbo. ‘On Thursday 12 May we discovered that unauthorized users had illegally gained access to our customer service system at https://help.habbo.nl/home. We immediately blocked these unauthorized users and have taken measures to prevent any recurrence. However, we have reason to believe that the persons who broke into the system were able to see some personal information relating to you, because you recently sent an email via the Habbo Help Tool.’ This short explanation is followed by profuse apologies and some general security tips. As an extra security measure, recipients are asked to confirm their email address. And by way of compensation, users are given a red rose... a virtual rose, that is.


    Schröder’s email address was of course one of the 15,000 contacts which were leaked via the account set up in the helpdesk employee’s name. Like all the others, he is now regarded as a victim of the hack. Was he also regarded as the perpetrator? He did not think so, given that the less-than-helpful helpdesk operative Marion had added him as one of her select few ‘friends’ on Habbo. Among players he was known as the person who reported the leak. He took some pride in that, until he discovered that lists of Habbo usernames and passwords were appearing on various hackers’ forums with his name and email address shown as the poster. People started pestering him, not only on the Habbo site itself but on Skype and through various other channels. He decided to leave Habbo.


    After an absence of almost a year, he tried to log into the site. He was still receiving friend requests by email and wanted to change the account settings. To his surprise, his account had been blocked and he saw the notification: ‘Violation of General Terms and Conditions: Permanent Ban (ID: 1739595). Your ban expires 1-6-12 15:05.’ Very odd: how can a ‘permanent’ ban have an expiry date? More amused than annoyed, Schröder pasted the text into a tweet that he sent to @Habbo_Staff on 5 May 2012, adding the single word ‘permanent??’ He received an immediate reply: ‘You can ask these questions using the Habbo Help Tool via ‘contact’ on our homepage. The girls there will be pleased to help.’ Schröder is surprised and confused. Is this a joke, or is it from someone who does not know who he is? He tries to open the Help Tool but he is required to re-register and that is not possible.


    On 11 September 2012, events took a dramatic turn. Hans Schröder was now almost seventeen and preoccupied with school exams. He received a letter instructing him to report to the Amsterdam police on 24 September. He was to be interviewed under caution on suspicion of computer misuse. With trembling fingers he Googled ‘computer misuse + sentence’. Then he remembered the journalist Brenno de Winter, whom he follows on Twitter. @jmschroder sent a DM to @brenno and the two begin to exchange messages. ‘Brenno immediately knew what I was talking about,’ recalls Schröder, ‘and could put my mind to rest a little,’ De Winter also introduced the teenager to a lawyer, Steven Kroesbergen.


    Kroesbergen was willing to work pro bono. He accompanied Schröder to the police interview, at which the teenager’s mother was also present. The investigating officers seemed sympathetic. ‘They tried to put me at my ease and they asked good questions. I really thought that they were on my side. But perhaps that’s the idea.’ Kroesbergen contacted Habbo and received a reassuring email which read, ‘We know Hans and we don’t want to see him prosecuted. You should probably focus on the other defendant.’


    It seems that the PPS was not keen to pursue the matter. In fact, the file had already been closed. However, a formal complaint had been lodged by the national manager of Sulake in the Netherlands, Vincent Beerends. He invoked Article 12 of the Netherlands Code of Criminal Procedure, a provision that allows an alleged victim to request a review of a decision not to proceed with a case. This is why Schröder was now being interviewed, and why there would now be a full investigation and hearing.


    On 6 March 2013, Schröder and Kroesbergen took their seats in the courtroom in Amsterdam. The young man is duly impressed by all the pomp and the black gowns, but he is very much less in awe of the judge’s internet knowledge, which is incomplete to say the least. He has to explain what Skype is. There is supposed to be a co-defendant in court, but he is not there. Vincent Beerends, the complainant, is also conspicuous by his absence. Kroesbergen begins by asking whether Beerends is legally competent to bring a case on behalf of Habbo. The judge instructs the Clerk of the Court to telephone Beerends for clarification.


    The very same day, an article appeared in the marketing journal Adformatie, announcing that ‘the Dutch offices of the social networking and gaming site Habbo are to be closed with immediate effect.’ The article quotes Vincent Beerends: ‘The Dutch website and community will remain available to users in the Netherlands, but all activities currently undertaken by the Dutch team will be transferred to the head office in Finland. The joint venture between Telegraaf Media Groep and the Finnish parent company Sulake has been dissolved.’


    The Clerk of the Court spoke to Beerends who informed him that, as country manager, he had indeed been entitled to represent Habbo and was therefore legally competent to bring a complaint. However, this was no longer the case because the Dutch office has been closed and he was no longer employed in that capacity (or any other). The court ruled that because there is no longer a formal complainant, there could be no complaint and hence no charges to answer. The case is dismissed and Schröder is discharged ‘without a stain on his character.’


    Only now did De Winter write about the case in the media. He had not done so earlier lest he influence the outcome. On 14 June 2013, his article appeared on NU.nl under the headline, ‘Online game drags boy into court for discovering security flaw’. It goes on to describe how Schröder had hacked the helpdesk systems, and the course of events that led to his appearance in court. Kroesbergen the lawyer calls the case ‘bizarre’ and describes Habbo’s behaviour as ‘malicious and objectionable’. De Winter had approached Sulake for comment. A spokesperson (who wished to remain anonymous) is quoted as saying, ‘We had reason to insist that the case should be thoroughly investigated, [because] the privacy of our users is extremely important to us and we are committed to providing a safe and pleasant community. Whenever there is any threat of the online experience being undermined, we will always act in the interests of our users.’


    When I came across the article on NU.nl some time later, the case struck me as particularly relevant to my research. How is it possible for someone with apparently honourable motives to be treated in this way? Especially someone so young. Another interesting aspect was that the hacker’s full name was given, so he was very easy to track down. We agreed to talk on Skype. The first thing I noticed was that Schröder was surrounded by computer monitors. ‘Aha, so you’re a real hacker!’ I said. ‘No, not at all. These monitors are all for gaming. Not Habbo, mainly Battlefield 4. If you have three screens you can see what’s going on far better.’ ‘OK, well, he is 18,’ I thought.


    Hans Schröder was now studying for a BSc in Business & IT Management. He talked about the Habbo hack dispassionately, much as I have described it in this chapter. He told me that he was greatly relieved when the judge finally announced the ruling. It was all over – he could concentrate on his school exams without all the stress of having a fine, community service order or worse hanging over his head. He was still slightly resentful that Sulake has never apologized. ‘I got the impression that I was being used as an example. The security vulnerability I uncovered was quite serious, but the way I found it was something any nine-year-old could do.’


    In terms of my research, it is a pity that the case merely fizzled out rather than being heard in full. Ideally, Habbo should have been required to prove that Schröder’s hack served no ‘higher aim’, and to show that his disclosure was anything other than responsible. That would have established interesting case law. As I see it, Schröder could not have been held in any way liable if Habbo had asked him to download the data. There simply would not have been a case. Was that what really happened?


    Schröder had kept copies of his email correspondence with the Habbo employees, which he forwarded to me together with a copy of the court’s ruling. Although Habbo’s Dutch division no longer exists, I was able to find several of the people concerned via LinkedIn. Helpdesk employee Beau confirmed Schröder’s story about the Excel table and IP address, and told me that the decision to take legal action was made much higher up the organization. ‘Eventually, the Sulake head office in Helsinki took charge of virtually everything. Because we were working for Team NL and had to deal with matters here, our names appear on most of the files. You can’t describe the contact between Hans and ourselves in black and white terms. The situation was very intense, so there was a lot of grey in between, especially with regard to the ethical aspects. We had to determine precisely what was going on, how the situation had developed and what the risks were.’


    Despite the Finnish involvement, the person who instigated the complaint was Vincent Beerends. When I first contacted him, he declined to comment. ‘I’m not interested in helping you but with you every success with your book.’ Having shown him Beau’s comments, however, he wrote: ‘I wish to inform you that the decision was made jointly by myself and my superiors elsewhere. We had a number of issues with Mr Schröder’s conduct. I now know that he has presented an entirely different version of the story, whereby he attempts to create the impression that he discovered a security vulnerability in our system by chance, and then immediately reported the problem to us. I can confirm that there was indeed a vulnerability, which Mr Schröder exploited for illegal purposes on several occasions. The evidence is in the form of the personal information of site users that he circulated on various hacking websites.’


    Had the young hacker really strayed onto the dark side? When I showed Schröder these allegations, he wrote back: ‘I made contact with Habbo at the earliest possible opportunity. That I exploited the leak ‘on several occasions’ before doing so is completely untrue. Moreover, I never published any personal information, or at least I did not ‘circulate’ it as Mr Beerends claimed. If I did place anything of that nature online it was to highlight Habbo’s failure to plug a hole that someone else seriously misused a month later.’ He provides links to various hacking forums on which I found 15,000 usernames and passwords. They were placed there by someone else after his discovery, and this someone probably obtained them from someone else. In any event, Schröder assures me that they did not come from him.


    So who, if anyone, did exploit the Habbo leak for illegal purposes? The court papers name the absent co-defendant. Schröder does not wish to say much about him, but at least I have a name. With some digging, I link that name to the bank account number of someone who advertises cheap tablet computers online. I find this particular information on a consumer website where users complain about being ripped off: they pay for a computer which never arrives. Are the conman and the co-defendant one and the same? Possibly, possibly not. I decide not to delve any further.


    Around this time, another hacking case played out in court. On this occasion, the judge’s ruling established some clear principles with regard to what is permissible and what is not. The defendant was parliamentarian Henk Krol who, like Schröder, had accessed someone else’s computer system almost by chance. He then disclosed his findings to the media, including the fact that he had been able to access some extremely sensitive personal data. This, the court ruled, was not in itself culpable conduct. Krol had wished to draw attention to an unacceptable situation. However, the fact that he had logged in to the system on more than one occasion, and had done so in the presence of journalists, was indeed culpable. He had gone too far. Krol was found guilty of computer misuse and fined 750 euros.

  


  
    13. Hacker Krol gets too much out of the closet


    Medical records secured with only five figures


    Eindhoven, 16 April 2012. During an appointment at his psychiatrist’s office, a patient learns the login code for the Cyberlab system of medical centre Diagnostiek voor U. How? Opinions are divided. According to one version, he overheard the psychiatrist telling a colleague the code. Another asserts that the doctor gave him the code, while a third suggests that the code was written on a Post-it note attached to a computer monitor. In any event, we know that the psychiatrist had been slapdash with the five-figure number that acted as both username and password to a very sensitive site. The online Cyberlab system gives authorized users – members of the medical profession – access to the results of the blood tests, urine analyses and other diagnostic procedures they order for their patients.


    Two days later, the man is at his own computer and decides to try the code. It works first time and he is amazed to find he can access all sorts of medical files. The man is a member of the 50Plus political party. He decides to inform a fellow member, journalist Henk Krol, of his findings. The next day, the two men are sitting together at the computer. Krol also accesses the site and searches for his own name. He does not find it, but he does find medical records belonging to acquaintances, colleagues and people in the public eye. He tries a few names and finds the results of drug screenings and STD tests. He prints out a few records as evidence, obliterating the names with a thick black marker pen.


    Krol calls Diagnostiek voor U and asks to speak to the director. The telephonist asks him the nature of his business. When he explains, she tells him that reports of this nature must be made in writing. He feels that he has not been taken seriously. He seeks the advice of a friend who happens to be a journalist with the local television station Omroep Brabant. The friend immediately dispatches a camera crew. Krol and his 50Plus constituent once again log in to the Cyberlab system, this time watched by the journalists. Krol browses through the patient files. The man who originally discovered the vulnerability does not wish to appear on camera, but he prints out nine pages while Krol is online. While the camera crew is still filming proceedings, the screen suddenly goes blank. Have they been caught? Or has someone taken notice of Krol’s phone call after all?


    Omroep Brabant broadcast the item on 19 April. We see Henk Krol sitting at the computer. Out of shot, the interviewer asks: ‘We have just seen the medical records of thousands of patients, but neither of us is a doctor. How did you get the username and password for this system?’ We then see a computer screen and the search results for ‘Jansen’, a common Dutch name. As Krol explains how ‘ridiculously easy’ it is to get into the system, we are shown the Cyberlab login screen as the figures ‘12345’ are typed into the one and only input field. ‘Anyone can open the site online. They just have to type in five figures. It’s as easy as that’.


    Krol goes on to state that his members are extremely concerned that their personal information is so readily accessible. (It is not clear whether he is speaking as a politician or as the editor of the country’s largest gay news magazine. Are these ‘members’ his constituents or his subscribers?) ‘Insurance companies could use this type of information for their own purposes.’ He goes through some of the print-outs. ‘You can tell if people are drinking too much, using recreational drugs, taking certain medication, or whether they are HIV-positive. Anything you can find out from blood tests is here for everyone to see.’ The interviewer hammers the point home: ‘You mean this information can be misused?’ ‘Absolutely,’ replies Krol. ‘People could be blackmailed. A company could use this data to weed out job applicants who pose a higher level of risk.’ He goes on to say that he had raised the issue with the Provincial States (the regional authority, of which he was a member at the time), but was told that it has no jurisdiction in such matters. He was advised to take it up with the Ministry of Health. In earnest tones, Krol states: ‘This must never happen again. It is wholly unacceptable that anyone should be able to access such private and sensitive information by merely typing in a five-figure number. This should not have been allowed to happen, and it must not be allowed to happen every again. Every possible action must be taken to ensure that it can never happen again!’


    Omroep Brabant also carried the story on its website, the editors of which had finally managed to elicit a statement from the director of Diagnostiek voor U, Astrid van der Put. She declared herself ‘shocked’ and said that the site had been taken offline immediately. She then contacted the police because, ‘the way it looks right now, we are talking about cybercrime. Two people from the 50Plus party have accessed our system by using the existing username and password of an authorized user, a medical practitioner. The hackers were not authorized and their intent was to misuse the system and the information they found.’ The headline of the resultant article read, ‘Diagnostiek voor U blames others for its security failings.’


    Brenno de Winter also contributed to the media coverage, suggesting that the system owner had failed to meet the requirements of the Data Protection Act (Wet Bescherming Persoonsgegevens) 2000. Medical information falls under the heading of ‘exceptional data’ (as defined in Para. 2, Art 16), for which the level of security must be ‘as high as current technology will permit.’ In other words, a simple user name and password is not enough. There must be additional measures such as a token, smartcard, SMS code, fingerprint, facial recognition, etc. This is known as multiple (or multi-) factor authentication.


    Omroep Brabant also obtained a statement from the Dutch Data Protection Authority (DPA), which described the situation as ‘serious’. At this time, however, there was little that the DPA could actually do. It supported the proposals for a statutory reporting requirement, for which legislation was then in preparation, whereby the party responsible for a security leak would be required to inform both the relevant authority and all victims. If it failed to do so, the DPA would be able to impose a fine of up to 200,000 euros.


    The proposed ‘reporting requirement’ was raised in parliament yet again on 20 April, the day after the Omroep Brabant broadcast and ten days after Minister Opstelten had promised a guideline for responsible disclosure. This time, it was Attje Kuiken (PvdA) who broached the matter. Kuiken, herself from Brabant, suggested that the Diagnostiek voor U case demonstrated very clearly why the reporting requirement was needed. ‘It is time that the Data Protection Authority is given teeth. It must not only be able to bark, but to bite.’ GroenLinks and the CDA rallied behind the proposal, whereupon there was now a parliamentary majority in favour of introducing the reporting requirement as soon as possible.


    The next stage would have been to draft a bill. However, the next day, Minister-President Mark Rutte announced the collapse of his coalition government. Its majority relied on the cooperation of the People’s Party for Freedom and Democracy (PVV). After seven long weeks of negotiations about the 2013 budget, the PVV had withdrawn its support. The Netherlands now had a ‘caretaker’ government, unable to pass new legislation except in an emergency. A general election was held on 12 September. It was the first in which 50Plus would attempt to win a seat in the House of Representatives. Its lead candidate was Henk Krol. The flamboyant former editor of the Gay Krant had a high media profile and was known for his staunch support for what the party’s manifesto describes as pensioners’ rights. The party won two seats and Krol became leader of the parliamentary faction. It was time for him to move on and leave the hack behind him. Unfortunately, Diagnostiek voor U had other ideas.


    Cyberlab went back online on 2 May 2012. Diagnostiek voor U (I shall refer to it is as ‘DVU’ for the sake of convenience) had reported the hack and an investigation was underway. Among those interviewed by police and prosecutors was the psychiatrist whose five-figure code had been compromised. This is controversial; all practitioners are bound by the requirements of patient confidentiality, regardless of whether they are witnesses in a criminal enquiry. Brenno de Winter reports that the psychiatrist did indeed reveal confidential patient information. Moreover, he claims that investigators had full access to Cyberlab during the enquiry. The server on which the software ran did not have its own separate logbook function. It was necessary to access the application itself to determine who had logged in and when. If the investigators had indeed done so, they would have seen which medical practitioners had been updating which files. This too falls under the heading of confidential medical information.


    The PPS decided that there was a case to answer. When Henk Krol received a letter to that effect on 4 December, he immediately contacted Omroep Brabant, which ran the story the same day. In an opinion piece, De Winter lent his support: ‘I believe that people who bring this sort of situation into the open should be able to feel safe.’ Perhaps even more pertinently, he writes, ‘It looks as if the authorities are bringing prosecutions to discourage anyone from disclosing security vulnerabilities in the first place. I don’t understand. Are we not allowed to hear bad news?’ The psychiatrist, DVU, the system administrators and the investigators had all taken a very casual approach to information security, and yet it was Henk Krol who must answer in court. ‘I find the problem far worse than the act of revealing it,’ concludes De Winter.


    The journalist did not leave matters there. He held a quick poll among the recently elected members of the House, asking whether they thought that the Health Care Inspectorate should take more responsibility for ensuring that confidential medical information is properly secured. Responses were largely in the affirmative. Hanke Bruins Slot (CDA) stated that ‘the Inspectorate cannot just back down and take a soft stance. At the very least, I expect it to ascertain that adequate security measures are in place.’ As a former systems manager herself, Astrid Oosenbrug (PvdA) was one of the few members with any direct IT experience. She thought that the DVU incident demonstrated that attention was not being devoted to effective security, despite the government’s promise to establish the necessary frameworks. The members of other opposition parties – including 50Plus, unsurprisingly – were of similar mind. On 16 December, De Winter was therefore able to publish an article with the headline, ‘House wants Health Care Inspectorate to oversee security of medical information’.


    On 8 January 2013, Krol received a summons to appear in court on 1 February. On the eve of the trial, EenVandaag ran an item that opened: ‘Henk Krol knows nothing about computers but is being prosecuted for computer misuse.’ Krol himself then appeared, mindful that a conviction would cost him his seat in parliament and the knighthood he was awarded in 1999. They then showed edited highlights of the Omroep Brabant item, including screenshots of Cyberlab, interspersed with images of an indignant Krol holding copies of various lab reports, all with commentary by De Winter.


    The voice-over announces (rather cheerfully) that Krol is now a popular guest at hackers’ meetings. We then see the man himself addressing a packed hall. ‘I gain nothing from what you call an ‘exploit’. I did not spend days at the computer trying to find some sneaky way of getting into a system. No, I just wanted to show that the private information of many, many people was at risk. Thank you.’ After a ripple of applause, Krol is presented with a case of Hackers beer. He then adds, ‘They used call me that bloke from the old farts’ party. I have now earned my street cred as a hacker!’


    I recognized a few faces in the audience and sent out some emails. Arda Gerkens, one of the organizers, told me, ‘Henk can be quite hilarious because he really is computer illiterate.’ Oscar Koeroo was somewhat more critical: ‘He has brought all this on himself. He definitely went too far. He did more than necessary to show, he demonstrated to several people how to get into it, and he viewed confidential medical information. That is not responsible disclosure: it’s pure sensationalism.’ Koeroo was also disappointed that Krol had left the meeting straight after his speech rather than staying for the discussion.


    The meeting in question was ‘Alt-S’, held on 22 January. According to its website, the objective is ‘to bridge the divide between companies and hackers’. In fact, it was more of a shadow meeting held to coincide with the NCSC conference the same day, the main focus of which was the new guideline for responsible disclosure. Interest in the NCSC event was so great that many would-be attendees were unable to obtain a ticket: there were simply not enough seats. Many hackers took this as a deliberate snub and decided to organize their own conference. In an effort to show entente cordiale, the NCSC moved its event to a larger venue. But it was too late. Alt-S went ahead as planned.


    One of the first to register for the ‘alternative’ event was the independent security expert Andre Koot. As an advocate of ‘trusted disclosure’, he was invited to speak immediately after Krol. There should, he suggested, be some independent body to which security problems can be reported anonymously. The matter would then be investigated by experts, without the involvement of the media or the authorities. I asked Koot for his views on the Krol case. ‘With the best will in the world, I really can’t describe it as hacking,’ he told me, ‘just as walking into a house through an open door is not breaking and entering. I think that Krol was indignant about the lax security, and rightly so. He had no idea how to bring the problem to anyone’s attention, other than to stage a personal demonstration. Perhaps he should have tried to inform the Data Protection Authority, but I’m not sure how much success he would have had. The DPA doesn’t have what you would call an accessible front office.’


    Koot was not overly concerned about Krol but he was annoyed that DVU had been so lax in protecting extremely sensitive private information. He began his own campaign, inviting various acquaintances to join him. On 30 January 2013, I received the following email from Koot:


    ‘Dear Chris,


    I am about to submit an enforcement request to the DPA further to the Henk Krol case. I consider the way in which DVU and the PPS have been skirting around the real issues to be unacceptable. All attention has been focused on the person who reported the problem. The outcome has not been satisfactory and the problem has only become worse. Brenno has sent me the sample text of an enforcement request, and I shall be posting it tomorrow.’


    Koot goes on to ask for my support. He does not expect the request to be honoured because we are not ‘interested parties’, but perhaps it will help to initiate an investigation. He attaches a copy of his letter, addressed to Jacob Kohnstam, director of the DPA. It opens with a summary of the facts in the DVU case, followed by Koot’s own conclusions:


    ‘I believe there to have been a violation of Article 13 of the Data Protection Act, which stipulates that ‘appropriate technical and organizational measures must be implemented to secure personal data against the risk of loss or any form of unlawful manipulation’. The precise wording defines such measures as those that will provide the highest level of security ‘that current technology will permit.’ This is clearly not the case if personal data can be accessed using a simple single-factor authentication protocol, since this does not provide an adequate guarantee that unauthorized persons will be unable to view the contents of medical files, nor that authorized users cannot view the records of patients with whom they have no professional relationship.’


    If I am to be honest, I was not keen to lend my name to the letter. Why should I get involved? In the context of my research, however, it would be interesting to see if I received any reply. In that sense, I was indeed an ‘interested party’, even if it was only self-interest. I decided to write my own version:


    ‘Dear Mr Kohnstam,


    I understand that you have received several ‘enforcement requests’ in the matter of Diagnostiek voor U vs. Krol. I wish to add my own. I am not an interested party in the legal sense, since my own personal data has not been compromised. However, I do have an interest in the case as a researcher. I am currently preparing a book about responsible disclosure, in which I devote attention to this case. It has been widely reported that the DPA has instigated an investigation, but the organization concerned will not be liable to any penalty provided it rectifies the problem within a certain period. This seems strange, in that personal data has already been leaked as a direct result of the organization’s negligence. This case is being presented to you on a plate. It would be most welcome if the DPA were to seize this opportunity to remind all health care institutions of their responsibilities.’


    To make it all look more official, I print out the letter, sign it and send it by regular post. And that was the last I heard on the matter. To be honest, I did not expect a reply because I was not an ‘interested party’ and the case was basically none of my business. I know that six other people wrote to the DPA at Koot’s request, all with more noble intentions than my own. Did any receive a reply? Koot did, albeit several months later. As expected, the DPA declined to act on his ‘enforcement request’ because he was not an interested party. However, it did intend to hold its own investigation. Koot’s campaign received some media attention. On 3 February, Brenno de Winter published an article on NU.nl under the headline, ‘Security experts demand DPA investigation into hacked clinic’, in which he quotes various passages from our letters.


    Various experts quoted in the media, questions in parliament, two cyber security conferences, the Health Care Inspectorate called to account, and a series of enforcement requests to the DPA. These are just a few of the interesting developments surrounding the Krol case. We can add another: not only was Krol facing criminal charges but DVU now intended to ask the court to award damages.


    DVU’s lawyer informed Webwereld that the material damages amounted to 85,329 euros. This included 23,500 euros in respect of an external audit and a third-party claim for 10,500 euros by GGZ Eindhoven, the employer of the psychiatrist whose log-in code had allegedly been stolen. The remainder was in respect of the additional wage costs by DVU for ‘external communication and the rectification of the security vulnerability’. In addition, fourteen patients whose medical records Krol was alleged to have seen had each submitted a separate claim. De Winter tracked them down and was told that they had indeed signed ‘something’, but were not sure what. One thought it was a consent form for the continuation of treatment. Another withdrew his claim before the hearing, stating that it was made under pressure from GGZ Eindhoven.


    The hearing was held before the District Court of Brabant Oost on 1 February 2013, with the decision due to be handed down exactly two weeks later. As always, the court transcript provides a detailed account of the investigation and the evidence: who did what to whom and when? We read the case for the prosecution and the rebuttals put forward by the defence. We learn exactly what Krol and his 50Plus colleague were alleged to have done, and what they themselves admit to having done. In the context of this book, it is interesting to note how the relatively straightforward text of the Netherlands Criminal Code has been adapted to give a far-from-straightforward account of the DVU hack:


    ‘The defendant is charged that, at one or more times on or about 19 April 2012 in the town of Best and/or the city of Eindhoven, acting alone or together with one or more other persons, he did (on each occasion) knowingly, deliberately and unlawfully gain access to one or more automated systems or works, viz. the webserver of [site] or part thereof, such access being effected by means of a false key and/or through the assumption of a false identity and/or capacity, whereby he, defendant, and/or other(s) acting as accessory or accessories, did on one or more occasions log in to said webserver making use of login information and/or password(s), the use of which is not an entitlement of defendant and/or his accessories or accomplice(s), and/or did (subsequently) access the contents of confidential and/or privileged (medical) records and did (subsequently) on one or more occasions manipulate, alter and or retrieve data recorded in or on said automated system(s) or work(s) and/or record said data, and (subsequently) on one or more occasions did reproduce data contained in said (medical) records in digital form and/or printed form.’


    The offence is one of computer misuse contrary to Art. 138ab sub1 and 2 of the Netherlands Criminal Code. The court must consider whether the unlawful act served a higher societal interest: did it serve to prevent future violations of privacy by drawing public attention to the security vulnerability? If so, the alleged acts would have fallen under the ‘freedom of expression’ provided by Article 10 of the European Convention on Human Rights. The prosecutor attempts to dismiss this defence without further ado.


    ‘The right of privacy enjoyed by third parties was placed at risk here. Sensitive medical information pertaining to those third parties was accessed and viewed without their consent, and indeed without their knowledge. The societal relevance of revealing any untoward situation was far more restricted than the defendant is wont to claim. The so-called ‘flaw’ in security was not in the technical architecture of the website or system, but in the fact that an authorized user had been careless with his log-in information. The purpose that the defendant claims for his actions could have been achieved in a far less intrusive manner. The defendant and co-defendant could have limited themselves to logging into the system, without opening or viewing any further documents which were known, or could reasonably be assumed, to contain confidential information. Had they wished to ascertain that it was possible to open a file, they could and should have restricted themselves to that belonging to the co-defendant himself. The defendant wishes to claim that he acted in a manner befitting an ethical hacker, or that he acted as a responsible journalist. In either case, such a claim cannot hold up because he omitted to take one important action: he did not take adequate measures to inform the system owner of his findings before allowing those findings to become public knowledge. One telephone call, during which he spoke only to a telephonist, cannot be deemed ‘adequate. In this case, the right to protect the integrity of the computer system, and the right to privacy enjoyed by the third parties whose information it contains, outweigh the right to freedom of expression or to receive and impart information and ideas.’ In short, Article 10 of the European Convention on Human Rights did not provide immunity from prosecution or penalty.


    The defence turns the argument around yet again. It is not the defendants but the other parties in the case who have compromised the patients’ privacy. Diagnostic voor U had failed to impose rules that would safeguard the integrity of log-in information. As a result, it was too easy for defendants to obtain a password and to log in to the system from their own computer. Moreover, that system did not keep a log of the IP addresses from which it had been accessed, but only which files had been opened. His client decided to disclose the findings himself because he was at the time a practising journalist and an elected public. He realized that he must substantiate any claims with hard evidence, for which purpose he printed out a few pages, which he anonymized by obliterating the names. The defence goes on to assert that the Ministry of Justice has itself been guilty of violating medical confidentiality, since ‘the identifiable information of a patient was available to anyone with the necessary log-in code,’ and it was a matter of record that officials were in possession of that code during the course of the investigation.


    The court’s ruling neatly summarizes the relevant points. Neither party contested the fact that the system had been unlawfully accessed: the offence of computer misuse was therefore proven. That Krol’s co-defendant had distanced himself from the act when journalists became involved was not relevant: both men were guilty. However, the question was whether there were extenuating circumstances which would justify their action. The court must consider whether the defendants had acted further to a demonstrable societal interest. If so, did they observe the criteria of proportionality and subsidiarity? In other words, did they go only as far as was strictly necessary to serve that societal interest?


    On the first point, the judge was satisfied that the act of discovering and disclosing flaws in the security of confidential medical information does indeed serve a demonstrable societal interest. He accepted that Krol needed to satisfy himself that the situation was as described by the co-defendant, and that this necessitated logging into the website and accessing certain files. The judge also accepted the need for proof in the form of the print-outs, noting that Krol had acted responsibly by obscuring information which could identify an individual. None of these actions would therefore attract a penalty.


    So far, so good. But... Krol had accessed the system and data on several occasions, and he had made print-outs in the presence of journalists. This, the judge ruled, was beyond the bounds of the acceptable. Moreover, the decision to involve the media at such an early stage was entirely unnecessary. There was nothing to suggest that the log-in code was known to anyone other than the authorized user. The security vulnerability was not due to any technical shortcoming but was the result of negligence on the part of that user. Krol could and should have taken a different approach, one that did not involve the media. As a respected journalist and member of the Provincial States, he would have been able to contact the right person at DVU without too much difficulty. The court accepted that Krol’s motives had been honourable. However, he had crossed the line and was therefore ordered to pay a fine of 750 euros.


    Finally, the matter of compensation. This would be heard separately as a civil matter, but counsel for DVU had requested an initial award of one thousand euros to ‘get the ball rolling’. The patients, of whom only nine now remained, petitioned for 100 euros each. The judge found it difficult to assess the immaterial damages and ruled that any further investigation to establish a reasonable amount would ‘place an unreasonable burden on the judicial process.’ He therefore settled on a nice round figure: zero.


    Given the possible consequences, Henk Krol got off lightly. He would have to pay a fine of 750 euros, but not damages of 85,329 euros. This case shows that the courts do draw a distinction between ethical hacking and genuine cybercrime, since it was accepted that exposing security flaws is a societal interest that outweighs the illegality of the action taken to do so. However, you must not bring more out of the closet than strictly necessary. In short, this was a partial victory for responsible disclosure and established an interesting precedent. I happen to know that the NCSC regard this episode as the first test case for its responsible disclosure guideline.


    Even DVU came to see the positive side. On 10 April 2013, Astrid van der Put admitted to NU.nl that security had been far from satisfactory. Her organization had now turned over a new leaf. ‘The same system is used by many other clinics and laboratories. Suddenly, system owners realized that they too were vulnerable. I have been contacted countless times with questions and comments.’ Authorized users are now required to use a much stronger password which will only work in combination with a separate SMS code: dual factor authentication. In the words of De Winter’s headline, ‘Krol hack increases awareness in healthcare sector.’


    This was confirmed some eighteen months later when I submitted the draft of this chapter to DVU. I received a reply from Yvon van den Berg, manager of marketing and communications: ‘This case helped to raise our awareness of information security. The implementation of some planned measures was brought forward and they have made a positive contribution to our organization.’


    Nevertheless, the message that stayed in the public’s mind was that Krol was found guilty and fined while DVU got off scot free. In other words, ethical hacking does not pay. The outcome incensed some parliamentarians into paroxysms of rage, or at least mild disappointment. One VVD member is said to have organized a whip-round to pay Krol’s fine. By now, however, the NCSC, police, prosecutors, regulators and the House had another case to occupy their attention. The hacker who targeted a hospital in Gouda unleashed a huge controversy. Once again, Brenno de Winter plays a prominent part in the story.

  


  
    14. Verdier and the crisis team


    Hospital hacker arrested


    Sunday 7 October 2012. Monique Verdier is in Belgium enjoying a weekend break. She and a friend are having lunch when her mobile phone rings. She recognizes the number immediately. It is her colleague Maarten Baaij, director of Finance and IT at the Groene Hart hospital in Gouda. A serious security vulnerability has been discovered and Brenno de Winter intends to break the story later that day. Lunch goes unfinished as the pair head home. The friend drives while Verdier makes a series of frantic phone calls. As the chair of the hospital’s Executive Board, she must now assemble a crisis team.


    By coincidence, the hospital held a disaster response exercise only two weeks earlier. The scenario was a major terrorist attack with scores of victims. Students were drafted in to play the part of reporters, bombarding the team with questions and new information. This was a drama in which contingency plans were useless because the situation changed from one moment to the next. The team quickly discovered that the world beyond the boardroom is very different and that developments can outpace their ability to make reasoned decisions. With that lesson learned, they were about to assemble in that very boardroom to tackle a real-life crisis.


    Verdier and Baaij were joined at the table by Dirk Jan Verbeek (Chief Executive), Robin Alba (Commercial Director) Ammie Eleveld (Head of Marketing and Communication), Gelske Nederlof (Senior PR consultant), André Beerten (Chief Information Security Officer), the entire IT team and someone from Legal Affairs. A colleague who had once experienced a hack while working at a bank was also drafted in. It was agreed that Monique Verdier should lead the team while Verbeek would maintain contact with the media. The team members were keen to evaluate the problem and bring a clear message to the public as soon as possible. There was much discussion but little consensus.


    Clearly, the most important requirement was to have all the facts. What was the problem? This was the first hurdle. ‘There wasn’t one clear issue but a combination of factors which it would be quite difficult to resolve,’ Verdier recalls. ‘We were aware of a potential problem and had appointed a Chief Information Security Officer some years earlier with precisely this sort of situation in mind. There was also a migration plan but it had a very long lead time and implementation was frequently postponed because of other projects, budgetary constraints or the need to ensure continuity.’ The directors realized that they had only ever spoken to the IT department when there was a problem. Not once had they enquired about the progress of the migration or the security of the current systems. It was now time to do so as a matter of some urgency.


    The IT staff gave a run-down. Security consultants Fox-IT had been working at the hospital for several months, creating a sort of ‘digital ring fence’ and monitoring all incoming and outgoing internet traffic. They had identified suspicious activity that could have been a hacking attempt. This had been reported a few days earlier, but the warning had not been passed to the director of Finance and IT or the board. Urgent action was now being taken. The entire internal network was being checked for malware, the hacked server had been taken offline, and the ‘ring fence’ was in place. By 3pm that afternoon, the hospital was in digital lockdown: no data could come in or out.


    At 3.52 pm, Brenno de Winter’s article appeared on the NU.nl news site under the headline: ‘Groene Hart leaks medical records’. The article claims that the affected systems had contained ‘correspondence between doctors, X-rays, echograms, electrocardiograms, medication lists, prescriptions, diagnoses, scan results, treatment plans and lab reports, as well as the names and addresses of over 493,000 patients.’ And not just once: there were multiple copies of all files.


    The vulnerability was said to have been discovered by ‘Bonnie of the Dutch Association of Hacking Housewives’, a pseudonym used by various hackers around this time. Bonnie had found an external FTP server which was particularly easy to crack. The article gives the password ‘she’ used: groen2000. Bonnie took only a quick look around the system and, having made some screenshots, immediately deleted any illicit data from her own computer. NU.nl had reported the security flaw to the hospital, the NSCS and the Health Care Inspectorate prior to publishing the article.


    The crisis team now attempted to reconstruct the hack. The Fox-IT log revealed that someone had accessed an external server the previous day. This server was running HP Data Protector and was being used to process digital scans of paper files dating back to 2008. The scans should have been deleted once they had been transferred to the main system. They were not. It was through this server that the hacker apparently learned the password groen2000, which was used by IT staff to access various other servers and systems. It was easy to remember. The Fox-IT log also showed what data had been downloaded from the server, and there was a lot of it. The crisis team decided that honesty was the best policy and set up a sort of ‘Hack-FAQ’ page on the hospital’s website. To emphasize the desire for transparency, it cited very precise figures:


    •Pages from 47 patient files, including diagnostic information, analyses, correspondence and treatment plans. These were scans of paper records kept by the Department of Internal Medicine and dating from before 2008.


    •A list of the names, addresses and national insurance numbers of 496,176 patients who were registered at the hospital in 2008.


    •A database file listing the surnames, initials and hospital registration numbers of 15,262 patients who had attended the Cardiology or Paediatrics units.


    The next day, the crisis team contacted the Health Care Inspectorate, the DPA and the Ministry of Health. Once again, the objective was to provide complete transparency. The hospital accepted responsibility for its patients’ data and wished to contact those thought to have been affected. This required permission from the DPA, which was duly granted. Only two patients responded.


    But the team did not yet reveal everything they knew. Fox-IT had recorded the IP addresses from which the server had been accessed. Almost all could be traced back to a VPN (Virtual Private Network) provider in Sweden. Using a VPN is an effective way of hiding one’s real IP address and location so this was a dead end. On one occasion, however, someone had logged in from a Dutch IP address and had installed malware that would download data automatically. This caused the server to crash. The team decided to keep this information to themselves for the time being: it might be of use to the forensic investigators.


    On Tuesday 9 October, the House of Representatives convened for the weekly ministers’ question time. Members seized on the hack to put the Minister of Health, Edith Schippers, on the spot. Hanke Bruins Slot (CDA) was the first to refer to the NU.nl report. ‘The vulnerability identified on this occasion is just the tip of the iceberg,’ she suggested. ‘Is the minister aware of the poor information security situation among many hospitals, and does the regulator, the Health Care Inspectorate, monitor that situation closely enough?’ The minister replied that this is the task of the DPA, which has adopted NEN 7510 as the standard against which information security is assessed.


    The discussion then turned to the proposed national network (the LSP) through which medical practitioners, pharmacies, insurance companies and so forth would be able to exchange patient information. With the problems surrounding the introduction of digital patient records still fresh in everyone’s mind, now compounded by the recent security issues, did the minister really think this was a good idea? Yes, she did. In fact, she saw the LSP network as the answer to the problems. ‘It provides standardization, allowing us to put an end to the proliferation of different solutions that individual hospitals have adopted.’


    The next speaker was none other than Henk Krol, who was yet to face charges for his involvement in the DVU hack. He asked, not entirely selflessly, we must assume: ‘Will the minister inform this House whether the hacker who has brought this situation to attention is to be shown gratitude, or will he or she face prosecution?’ Schippers replies: ‘The approach taken, whereby the person responsible demonstrated the existence of the problem but did not retain any data, is one that I, as Minister of Health, must applaud. While I am unable to make any statement about the possible legal consequences, I am pleased that we have been made aware of the existence of such problems.’


    Ms Schippers was not alone in her inability to say anything about the legal consequences. In the OV-chipkaart case, it had been enough to examine whether the right to freedom of expression would justify illegal action. The latest incident involved medical data belonging to thousands of individuals: information that is much more sensitive than the ability to pay a bus fare. At this juncture, the courts had yet to consider the DVU and Habbo hacks, so there was very little in the way of case law. Moreover, malware had been installed on the Groene Hart system, and the hack had caused the server to crash. An enormous quantity of data had been downloaded, and the hospital was eager to learn precisely what had happened to it. Had all information been deleted, or was it still out there ‘in the wild’? There was a reasonable chance that the person responsible would be identified on the basis of the IP address logged by Fox-IT. The police, the PPS and the NCSC therefore advised Verdier’s crisis team to file a complaint so that charges could be brought if and when that happy day arrived. On 10 October, Jan-Dirk Verbeek did precisely that.


    ‘Bonnie the Hacking Housewife’ was actually a 26-year-old man by the name of Jordy. He lived less than fifteen kilometres from the Groene Hart Hospital and was himself a registered patient there. A report in the local newspaper caught his eye: the Health Care Inspectorate had reprimanded the hospital for poor information security. How poor? On 26 September he went onto the internet using a VPN Tunnel proxy address. He then scanned the Groene Hart site using Nessus, software which its own website proclaims to be ‘the most widely deployed vulnerability scanner in the world.’ It is of course offered for the entirely legitimate purpose of testing your own network security. It is also a useful tool for hackers wishing to find a way into someone else’s network.


    Before long, Jordy found an external server running HP Data Protector, which is ‘automated backup and recovery software for single server to enterprise environments.’ In other words, it channels incoming data into other systems and servers. HP Data Protector had already gained a reputation for being easily penetrable. Only six months earlier, the Dutch telecoms provider KPN was hacked by the same route. The Common Vulnerability and Exposure database includes one of the most serious flaws under the identification number CVE 2011:1866. The following explanation of how to exploit this vulnerability is slightly technical: feel free to skip it.


    Internet traffic to and from servers passes through various ‘ports’ each of which has its own number. Email traffic, for example, is kept separate from surfing data used by an internet browser. A hacker will often run a ‘port scan’ to look for an easy way in, whereupon he can start exploring the rest of the system. HP Data Protector uses Port 5550 for FTP (file transfer protocol) traffic. The vulnerability existed because the omniinet.exe service failed to impose sufficient boundary checks on user-supplied input received via port 5550. A remote attacker could exploit this vulnerability by submitting crafted input parameters to the affected service, thus triggering a buffer overflow. In some if not most cases, the server will crash. However, with skill and patience it is possible to gain control of the server.


    Jordy caused a buffer overflow by inputting \Omniback\i386\instellservice.exe., the command that launches a process used to download files from a server. At first, nothing happened. His next three attempts also proved fruitless. Perhaps the system did not trust the VPN Tunnel connection. He then tried again without going through the VPN, so his IP address was not hidden. Success! He found the system admin’s password, groen2000’, which he used to log in. He could now see various folders and files. He downloaded two zip files without knowing what they contained.


    The next day he decided to find out. When he decompressed the files he found one large CSV file and two TIFF files. A CSV (Comma Separated Value) file is simply one or more tables containing strings of plain text separated by a standard symbol, most commonly a comma (hence the name). He was able to open it as an Excel spreadsheet. The columns contained names, addresses and national insurance numbers on 496,176 rows: he had personal information relating to almost half a million people. The two TIFFs (Tagged Image File Format) proved to be scanned copies of patients’ medical records. Jordy had all the information he needed – very much more, in fact. He contacted Brenno de Winter and told the journalist of his find. He sent a screenshot showing the file structure of the server (the ‘hierarchical tree’) and told him the password. They agreed that this would make an interesting disclosure for NU.nl.


    Jordy then continued his research for several days. Although he had already shown that the hospital’s systems were vulnerable, he thought he might come across some interesting facts for De Winter’s article. He searched the lists for people he knew, whom he then asked to confirm the national insurance numbers he found. They were correct in every case. On a chatroom site, he told a friend that he had ‘500K people.’ He also searched for the files of ‘a person in the public eye’. He continued to ‘poke around’ inside the system, without actually downloading any more files, until 6 October. He then decided to stop. He was tired, he had lost interest. He would forget all about it until the disclosure.


    Jordy was not certainly prepared for the commotion that broke loose the following day, Sunday 7 October. Within hours, the media were calling for the hospital’s Executive Board to resign. On 12 October, De Winter wrote a piece about the letter of apology sent to the patients whose medical records had been downloaded, Jordy took this opportunity to tell his side of the story, while remaining anonymous of course. NU.nl led with ‘Groene Hart says sorry for leak’. Elsewhere in the article, the hacker suggests that the hospital was being treated unfairly. ‘Bonnie’ had every respect for its response. ‘If you make a mistake and own up, that shows you understand security. There are very few organizations who are willing to admit how vulnerable they are. The Groene Hart directors have shown that they understand the essence of good security: acknowledge that things went wrong, find out why, solve the problem and try harder in future.’


    According to the article, ‘Bonnie’ did not expect to face any charges, since ‘even the House of Representatives agreed that my actions revealed an ongoing problem. No one had any malicious intent, and the hospital showed a calm and measured response.’ What Bonnie, aka Jordy, did not know was that the hospital had already lodged an official complaint. The police began their investigation on 17 October, traced the IP address logged by Fox-IT to Jordy’s address on 23 October, and arrested him on 27 November.


    At the time of his arrest, Jordy was staying with a friend in Amsterdam. They had stayed up late working on a new software product and were still asleep when the arrest team arrived with customary subtlety. Jordy thought it was a joke until he saw their weapons. He was taken into custody and questioned over a period of three days. Police also visited his home address, removing computer equipment including a laptop and several hard disks.


    The next day, Brenno de Winter reported the arrest on NU.nl. Two days later, parliament demanded an explanation from the Minister of Justice and Security. Mr Opstelten promised to make a statement within a week. On 29 November, De Winter published a piece headed ‘House dismayed by hard line approach to hacker’ which quoted some of the members he had spoken to. ‘Shocking and entirely unexpected,’ said Sharon Gesthuizen (SP). ‘We must ask if all ministers are behind this decision.’ She accepted that an investigation was appropriate but strongly objected to the arrest. ‘What kind of signal is that?’


    Henk Krol: ‘This has been blown out of all proportion. Utter nonsense. The hacker is no risk to anyone. If anyone is to be arrested, it should be the people who failed to secure the data properly in the first place.’ He adds, somewhat prophetically, ‘if this carries on, it will be me under arrest next week.’


    Gerard Schouw (D66): ‘We want an explanation sooner rather than later. This is a bizarre case. We need to hear all the facts from the minister himself. A whistleblower with good intentions ends up behind bars? That is not right. We are happy to have whistleblowers, especially in this sort of situation. That is why we need to know the facts today.’


    Minister Opstelten chose to issue a written statement, presented to the House on 5 December. With regard to the complaint that had prompted the police action, he wrote, ‘When a large quantity of data has been stolen from a database, or there is reason to suspect that this is the case, the NCSC will generally advise the party concerned to file a formal complaint. It then becomes possible to instigate a judicial investigation to determine whether any criminal act has been committed. The Public Prosecution Service will decide whether there are grounds to bring a person to court, and it is for the court to decide whether that person has been guilty of a criminal offence.’


    The minister took this opportunity to outline his policy on responsible disclosure, to be announced later that month. ‘A person wishing to bring any vulnerability in IT systems to light must always do so in a responsible manner. The essence of responsible disclosure is a desire to enhance the security of information systems. A number of general principles apply. It is, for example, unacceptable to cause any damage, or to go further than strictly necessary in order to demonstrate the existence of a vulnerability. Neither is it acceptable to remove or copy large quantities of data after it has been shown that such data is accessible. Lastly, the proportionality of methods applied is important. Certain methods, such as installing a ‘back door’ in order to demonstrate a vulnerability at a later date, are generally unacceptable.’


    Turing to the Groene Hart case, the minister notes that the formal police complaint was made at the recommendation of the NCSC. The subsequent investigation revealed that malicious software had been installed on the system, that access had been gained on a number of separate occasions, and that large amounts of data had been downloaded. Investigators were now working on the theory that more than one hacker was involved.


    With no further developments in the Groene Hart case, media attention shifted back to Henk Krol, who had now been formally charged in connection with the DVU hack. In fact, it would take much longer for the Groene Hart incident to be resolved because the investigation turned up far more than anyone had expected. Various organizations were now working to devise a responsible disclosure policy. The timing could hardly have been more opportune.

  


  
    15. @bl4sty and the ten million modems


    ‘I hacked KPN and all I got was this lousy T-shirt’


    In early 2013, the status of ethical hacking remained unclear. On the one hand, both the government and the private sector were working to develop a responsible disclosure policy, and numerous meetings had been held to create support. On the other, several more hackers had fallen foul of the authorities despite apparently honourable intentions. The government was not willing to give hackers any guarantee of immunity: prosecution would always be a possibility. This situation prompted much discussion in the media, at conferences and of course in parliament. Minister Opstelten by now had submitted an initial version of the Guideline for Responsible Disclosure to the House but it was not until 29 May that its contents could be discussed in detail.


    It is amid these uncertainties that two young security researchers discovered how to hack a certain model of ZyXEL modem. They wished to demonstrate their method to KPN, the Netherlands’ largest telecom provider, which issued the device to thousands of its customers, but realized that caution was advised. They made contact using a pseudonym and received an immediate reply which promised that no legal action would be taken. They were invited to KPN’s headquarters to tell their story, which would later form the basis for an article on the company’s website. This article, written by security officer Martijn van de Heide, commented on how important reports like this are. He struck me as the ideal person to ask about telecom companies’ approach to responsible disclosure.


    When I arrive at KPN’s headquarters in The Hague, I find Martijn and his team in celebratory mood. They have just won third prize in the Cyberlympics, an annual hacking competition held in Las Vegas which always attracts a strong field from the Netherlands. These ethical hackers spend their entire working day testing KPN networks and reporting their findings to other departments. KPN is clearly an organization which understands how hackers think. It has a dedicated report ‘hotline’, with all information investigated very promptly by the KPN Computer Emergency Response Team.


    Van de Heide told me that the situation had changed much in the six years since he received his first report from an outside source. On that occasion, the Legal department was the first to spring into action, demanding to know the identity of the hackers and preparing to drag them through every court in the land. Martijn’s team had to fight hard to protect their informants. Over time, however, a responsible disclosure policy was implemented and the team now receives an average of one report a week, which is generally resolved within a day. This was the case with the ‘modem hackers’.


    In the first week of January 2013, Martijn a very cautious email. He can no longer remember the exact wording but it was to the effect, ‘we have found a problem but are worried that you will have us arrested.’ The message was encrypted and sent from a generic email address. He could understand their reserve. It was only a few weeks since the Groene Hart hacker had been arrested and Minister Opstelten had announced that the authorities can take action even if the victim declines to press charges. ‘Not wise, since it discourages ethical hackers from coming forward,’ says Van de Heide. He also sees little merit in the idea of a central ‘incident desk’, since it is essential that any security vulnerabilities are immediately brought to the attention of the people who can actually fix them. Organizations must therefore set up their own channels of communication for what he terms, ‘our free eyes and ears.’


    He has considerable respect for the modem hackers. The two youths, both under twenty, gave a PowerPoint presentation from which it was clear that they had recorded every detail of the hack. Not only could they explain precisely how they had gained control over the modem but also how to plug the holes. Van de Heide realized that their information would be of immeasurable value since ZyXEL modems are used by tens of millions of customers worldwide. KPN contacted the manufacturer the very same day, urging the company to patch the modem as soon as possible, and certainly before April when the hackers intended to present their findings at the Hack in the Box conference. KPN would remotely update the firmware of its own customers’ modems, which would all be fully secure by the end of March. Hopefully, users would suffer no inconvenience in the meantime.


    Through an online search, I uncovered the names of the modem hackers: Steven Ketelaar (@stevenketelaar) and Peter Geissler (@bl4sty). When I met Geissler, I heard the now-familiar story of a bright, inquisitive teenager for whom school offered insufficient challenge. He had taken some computer science classes but was largely self-taught. He and Ketelaar enjoyed ‘taking things apart’ to find out how they worked. In late 2012 they turned their attention to Geissler’s modem: the ZyXEL P-260 IHN-FI. By sheer chance, they discovered that they could open a help page that had input fields for text queries. If one entered more than 58 characters, the modem would crash and automatically restart.


    From the crashes, they deduced how the modem ‘knew’ when to reboot itself. They then wrote a script which would control the crash. They could see that port 7676 was reserved as the ‘management interface’ through which the provider can perform a remote update. They managed to gain access via this port and install their own software between the user and the internet. The hack took five days of intense work but the possibilities were endless. As part of their demonstration at Hack in the Box they intercepted a VOIP telephone call.


    On 10 April, the two took to the stage wearing matching shirts (black with red epaulettes: they looked like extras in a Star Trek movie). Also on stage was an improvised network. The title of their presentation is How I met your Modem: Advanced Exploitation and Trojan Development for Consumer DSL Devices. Following an indepth technical explanation (which I shall spare us all), Ketelaar called a friend using a VoIP connection and asked him to say a pre-agreed ‘secret’ codeword. Geissler turned to his laptop and after tapping a few keys was able to play a recording of the entire conversation. Applause. He then told the audience how KPN had responded to his report. There was more applause as Jaya Baloo, KPN’s Chief Information Security Officer, made a surprise appearance. ‘On behalf of KPN, I would like to thank you for hacking our network.’ She then presented the pair with matching T-shirts bearing the text, ‘I hacked KPN and all I got was this lousy T-shirt’. Yet more applause, which encouraged Baloo to add, ‘It shows responsible disclosure works!’ Geissler mumbled, ‘Yes, sometimes it does’ before resuming his technical explanation.


    This sounds like a success story, and in many ways it is. Nevertheless, there are certain aspects that concern me. The modems were remotely managed by the provider via port 7676. So, if one had been hacked before the problem was made known, KPN was powerless. It could not run a remote firmware update to patch the hole. Geissler confirmed this was the case, but was confident that he and Ketelaar had been the first to discover the vulnerability. But what about the millions of modems that were not managed by KPN? Would ZyXEL inform all other providers and individual users? Would unethical hackers be able to exploit the information they had disclosed in the meantime? Possibly, but no incidents were reported.


    This case demonstrates that responsible disclosure works. Vulnerabilities can be resolved without having to involve the media or the authorities. But it also demonstrates that the hacker and the system owner are not the only parties involved. Information technology is a chain in which every link is a potential vulnerability. It is not possible to ascertain whether all links have been fixed. From within the chain, another party can unexpectedly emerge and, deliberately or otherwise, work against the ethical hackers. This situation can be seen in our next case, which also sheds some light on the British approach to responsible disclosure.

  


  
    16. The hash of Dismantling Megamos


    Volkswagen stops publication of Radboud research


    We now visit one of the Netherlands’ neighbouring countries to examine a different approach to responsible disclosure. In 2008, Radboud University’s Digital Security Group cracked the Mifare Classic chip, the manufacturer of which unsuccessfully applied to the Dutch courts to prevent publication of the resultant research paper. In 2013, the Group faced similar proceedings in the United Kingdom. The outcome was a restraining order which prevented the researchers from publishing details of their work on a car immobilization system. This case is remarkable in that it was not brought by the manufacturer or vendor of the chip, and neither was it brought by the owner of the algorithm. The applicant was the German car manufacturer Volkswagen, one of several companies whose vehicles incorporate security systems based on the Megamos Crypto algorithm. The High Court of England and Wales ruled that the researchers’ disclosure was not in the public interest and hence not responsible. Had the case been brought in the Netherlands, I believe the outcome might have been very different.


    By 2013, the Digital Security Group had been in existence for over a decade and had numerous responsible disclosures to its name. The forty-strong team included specialists in RFID systems, based on chips that communicate wirelessly with each other. One familiar example is the Mifare Classic chip, used in access control systems and early versions of the OV-chipkaart. Working with both academic and societal interests at heart, the Radboud researchers have attempted to hack, crack or otherwise ‘nobble’ countless smartcards, tokens and e-readers. In late 2012, Roel Verdult turned his attention to the Megamos Crypto chip, used by several car manufacturers, including Porsche, Audi, Bentley, Lamborghini and Volkswagen, in their security systems.


    Most people are familiar with electronic keys that open a car’s door with a satisfying ‘clunk’. The same key is then inserted into the ignition lock. A transponder in the lock sends a signal to the chip in the key. Coded numbers are exchanged to check that both chip and transponder are genuine. Next they exchange a unique code which is processed using a secret algorithm. Only if the result is as expected, will the immobilizer system be deactivated so that the car’s engine can be started. This prevents thieves from using the old trick of ‘hotwiring’: ripping the wires out of the lock and joining them together by hand.


    Verdult used the Tango Programmer to reprogram both a Megamos key and the corresponding ignition lock. The device itself includes the secret algorithm, which Verdult was able to determine by continually changing the input and output. In other words, he applied reverse engineering just as he had with the Mifare Classic. Armed with this algorithm, he was now in a position to clone the key to any vehicle with a Megamos immobilizer system and drive it away. But that was not his intention, of course. He merely wished to publish his findings to show that it was possible to do so (without explaining how) and to encourage manufacturers to improve security.


    Verdult co-authored the research paper with colleague Barış Ege and his former supervisor at Radboud, Flavio Garcia, who was now at the University of Birmingham. The paper was entitled Dismantling Megamos Crypto: Wirelessly Lockpicking a Vehicle Immobilizer. The authors intended to present it at the USENIX security conference to be hosted by the Advanced Computing Systems Association in August. To allow time for peer review, the deadline was 25 June. They had just over six months in which to invite a response from the system owner, who had almost a year in which to implement measures. Surely that would be enough.


    But who was the system owner? Ownership of the algorithm itself was claimed by the French company Thales, which licensed its use in RFID chips to another company, EM Microelectronic. Yet another company, Delphi, used the RFID chips in the production of lock systems, which were then sold to the various car manufacturers. The researchers decided to start with the chip manufacturer. They contacted EM Microelectronic in November 2012. A reply was finally forthcoming in February. Delphi now became involved and a meeting was scheduled for 6 June. Both companies requested the researchers to omit certain details of the algorithm from their paper. The authors could not agree, since they would be unable to show that they had indeed discovered the algorithm or demonstrate the exact nature of the vulnerability. But they promised to reconsider and to respect the two companies’ interests to the greatest extent possible.


    On returning to their respective labs, the researchers found an email from lawyers representing Volkswagen. A restraining order preventing publication of their paper was being sought, and a hearing before the High Court of England and Wales had already been scheduled for 25 June 2013, one day prior to their deadline.


    Once again, we can turn to the court reports for information. In this case, we have no other source because the researchers themselves are still not permitted to comment. We read that the applicant, Volkswagen, was not claiming computer misuse and neither was it alleging any violation of copyright. Rather, its case relied on the higher law which is more usually invoked by the respondent: the European Convention on Human Rights. In the United Kingdom, the convention is implemented as the Human Rights Act 1998. Section 12 of the Act is concerned with freedom of expression. The party applying for an injunction or restraining order must be able to show ‘compelling reasons’ for keeping the information out of the public domain, while the court must consider the extent to which ‘it is, or would be, in the public interest for the material to be published.’


    The applicant asserted that there were indeed compelling reasons. Counsel argued that algorithm is confidential information, the disclosure of which would facilitate the theft of millions of Volkswagen vehicles. It had been unlawfully obtained using the Tango Programmer, whereby even a cursory perusal of the (Bulgarian) website through which this device is offered reveals it to be an underground product with no legitimate purpose.


    Counsel for the defence disagrees. The algorithm had been recovered using reverse engineering, the legality of which had been established by precedent. And while website in question was indeed less than professional in appearance, this does not imply that the vendor of the device was engaged in any criminal activity. The Tango Programmer is used perfectly legitimately by various parties such as garages. But most importantly, the disclosure of the security flaw was in the public interests. If the researchers could crack the immobilizer system, so could criminals. The public was entitled to know.


    It is interesting to note that the British defence team referred to the Guideline for Responsible Disclosure produced by the Dutch NCSC, suggesting that it provided an ‘appropriate framework’. As the guideline suggests, the researchers had allowed EM Microelectronic at least six months in which to resolve the problem. Volkswagen had been informed somewhat later, but this was not the researchers’ fault. And was Volkswagen entitled to apply for a restraining order at all? It was neither the owner of the algorithm nor the manufacturer of the security system, merely one of its many users.


    Here we see a clear difference between English and Dutch legal practice. The judge, Mr Justice Birss, accepted that Volkswagen was entitled to bring the action, citing the precedent of Cream Holdings Ltd vs. Banerjee. He held that Volkswagen was an ‘aggrieved party’ since the integrity of its products rely on that of the Megamos Crypto algorithm. Mr Justice Birss went on to rule that immediate publication was likely to bring a new method of vehicle theft to attention. While conceding the importance of academic freedom, he notes, ‘I think the defendants’ mantra of ‘responsible disclosure’ is no such thing. It is a self-justification by defendants for the conduct they have already decided to undertake and it is not the action of responsible academics.’ The restraining order was duly granted.


    Verdult, Garcia and Ege were unable to edit the paper since the deadline was that day. Like true cryptographers, they published the ‘hash function’ of their text instead. By applying an algorithm, they reduced the entire paper to a unique code of 128 characters. Should anyone else crack the Megamos Crypto and attempt to publish their findings, the authors could prove that they had been first.


    In the event, Verdult did attend the USENIX Security Conference in Washington. Although unable to present the paper itself, he gave a presentation which had been carefully checked by a team of lawyers. He began with a string of disclaimers, explaining that he could not give technical details or take any questions from the floor. He talked about responsible disclosure and reverse engineering. He told the audience that he and his team had cracked several other car security systems, and was able to give some details. The astute listener would have inferred that his comments applied equally to the Megamos Crypto, although Verdult himself never said as much. The final slide showed the SHA-512 hash of the paper he was now unable to present: Dismantling Megamos Crypto. This was his ‘historical claim’ which I am pleased to reproduce here:


    
      9d05ba88740499eecea3d8609174b444


      43683da139f78b783666954ccc605da8


      4601888134bf0c23ba46fb4a88c056bf


      bbb629e1ddffcf60fa91880b4d5b4aca

    


    I do not believe that a Dutch court would have prevented publication. The jurisprudence established by earlier cases would have encouraged a more positive view of responsible disclosure. There are clear parallels with the Mifare Classic case, in which the Digital Security Group was indeed allowed to publish. Volkswagen was able to take its case to the High Court of England and Wales because Garcia was now working at the University of Birmingham and the paper was in the nature of an international publication. Perhaps this was a deliberate strategy: we shall never know for certain. However, the case does give us an interesting glimpse of how ‘things are done’ elsewhere.


    I contacted Volkswagen six months after all this played out. The paper had still not seen the light of day and I was curious to know whether the company had acted on the free security advice it had been given. After some vague correspondence with Volkswagen’s PR department in the Netherlands, I was finally put in touch with Ralf Dennissen, who is PR Manager for Volkswagen (and runs his own dealership in Leusden). I sent him my draft of this chapter, asking whether Volkswagen had taken any firm measures. A product recall to replace the security systems, perhaps?


    Dennissen replied, ‘Volkswagen and Thales have been granted an interim restraining order that prevents the publication of the algorithm in question and certain other information. This matter is ongoing and a further ruling will be sought if the parties are unable to reach agreement in the meantime.’ Super, but this does not answer my question. I try again: has anything been done to solve the security vulnerability? Mr Dennissen ‘regretted’ that he was unable to furnish me with any further information. A clear case of security by obscurity.

  


  
    17. Time for policy


    Responsible disclosure and the polder model


    Previous chapters have described various disclosures, legal proceedings and parliamentary debates. All fuelled a general discussion about the bounds of ethical hacking and responsibilities with regard to information security. By early 2013, the time for formal policy had arrived. The National Cyber Security Centre (NCSC) published its Guideline to arrive at a practice of Responsible Disclosure, while the Dutch Data Protection Agency (DPA) issued a set of principles governing the security of personal data (Richtsnoeren van beveiliging persoonsgegevens). Many organizations, both public and private, made arrangements for ethical hackers to report their findings without fear of repercussions. There was, however, no new legislation to establish definitions or boundaries. If parties were unable to reach amicable agreement, any doubt regarding a hacker’s motives or methods must be resolved in the courts. To oil the wheels of justice, the senior body within the Public Prosecution Service issued a circular to the district courts: How to deal with cases of ‘ethical’ hacking.


    In the Dutch ‘polder model’, decision-making involves discussion and negotiation between all interested parties, or in the modern parlance ‘stakeholders’. This process often results in a compromise which enjoys the partial support of all but the complete support of none. Perhaps this is the ideal situation in the field of information security, with its long chain of countless digital links, in which everyone has a partial responsibility but no one has complete responsibility. Knowledge about security and the attendant vulnerabilities is constantly evolving. An ongoing dialogue seems preferable to having one party who lays down the law.


    According to Barend Sluijter of the NCSC, it was the parliamentary debate of 10 April 2012 which opened the way for a formal policy on responsible disclosure. On this occasion, the Minister of Security and Justice, Ivo Opstelten, stated that there should be a ‘clear and uniform procedure’ by which security vulnerabilities can be made public. His ministry was already developing such a procedure, although he chose not to reveal any details as he did not wish to raise any expectations that could not be met. The NCSC, he explained, was a mediator rather than a regulator. It would not subsume others’ authority or responsibility. Moreover, the proposed procedure would definitely not be a ‘get out of jail free’ card for hackers. Computer misuse would remain a criminal offence. Not long after the minister made this statement, two incidents – the Diagnostiek voor U and Groene Hart hacks – emphasized the urgency of affirmative action.


    On 3 January 2013, Ivo Opstelten was finally able to submit a written statement to the House. He took the view that the introduction of a responsible disclosure policy was primarily the responsibility of individual organizations. He referred to the telecoms and financial sectors in which various organizations had already published a responsible disclosure policy on their respective websites. The NCSC would deal exclusively with reports relating to central government systems and the vital sectors, but it had produced a set of rules on which organizations could draw should they wish. ‘The Guideline in no way affects the existing legislative framework nor restricts the authority of the Public Prosecution Service to take action as it deems necessary,’ the Minister states.


    In short, the legal status of ethical hacking remained unaltered. Unauthorized access to a network or system continued to be regarded as computer misuse: a criminal offence. It would be for the courts to decide whether the illegality of the act is outweighed by freedom of expression, even if the hacker and the system owner were of one mind. One thing that did change, however, is general awareness that responsible disclosure was a ‘thing’: that there are people who take it upon themselves to find and report security vulnerabilities. We should all take advantage of their expertise. If the hacker and system owner work together amicably, information security can only improve. The ethical hacker’s efforts should be duly acknowledged. The new guideline would help in this respect. Its full text was included as an appendix to the minister’s statement. The guideline was officially unveiled at the NCSC One conference held on 22 January, and published on the centre’s website on 28 January 2013.


    The title of this long-awaited publication could hardly have been less inspired: Guideline to arrive at a practice of Responsible Disclosure. The content is nevertheless surprisingly practical for an official document. It has fewer than six full pages presenting advice and instructions for both hacker and system owner. It is, after all, all about them. If they cannot reach amicable agreement, or if the vulnerability is likely to be of wider importance, they can decide to involve the NCSC.


    According to the guideline, responsible disclosure begins with the system owner. This organization must establish the rules with which hackers are expected to comply, and it must be able to respond to reports in an appropriate manner. It may opt to publish rules and conditions on its website, together with a contact email address or phone number. When a hacker reports a vulnerability, he or she should receive an acknowledgement, preferably not an auto-reply but one that is (digitally) signed to show that the organization is taking the report seriously. The report must be forwarded to the appropriate department immediately so that the severity of the problem can be assessed and remedial action planned. The hacker should be kept informed throughout the process. It is for the organization to decide whether it will give any undertaking not to pursue legal action; it seems that most now do so.


    The organization and the ethical hacker should agree a reasonable period for remedial action to be taken before public disclosure. What is ‘reasonable’? The NCSC suggests sixty days in the case of software bugs and six months for hardware problems. Other organizations may also be affected by the vulnerability. If so, they must be involved in the process. If the problem cannot be solved (at a reasonable cost), the parties may decide not to disclose the vulnerability at all. When the problem is resolved, the hacker should be given due credit for his or her discovery, and perhaps some form of reward.


    The instructions for ethical hackers are mostly proscriptive: things to avoid. Do not go further than is necessary to demonstrate the existence of a vulnerability. Do not copy, alter or delete any data in the system. Do not make any changes to the system itself. Do not access the system more often than is necessary. Do not share information regarding the vulnerability or method of access with anyone else. Do not use social engineering or brute force. Do not install a back door. In short, if you find that you can get into the system, make a screenshot, log out and contact the system owner immediately.


    In essence, the guideline is an ‘action plan’ which sets out what the system owner should do and what the hacker must not do. It probably seems perfectly straightforward to system owners but somewhat less so to the hackers. Why is social engineering excluded? If a casual chat with an employee is enough to obtain a password, surely that is a security vulnerability worth reporting? But how far can one go? There is a fine line between discovering a vulnerability and creating one. The same applies to brute force. If you try enough different passwords for long enough, you will eventually find the right one. It requires no special skill or knowledge – only extreme patience. On the other hand, the system owner should have designed the log-in procedure to preclude repeated attempts: three strikes and you’re out!


    Another problem for the ethical hackers is that the guideline requires the vulnerability to be reported immediately to the system owner. But who is the system owner? Where there are several links in the chain, it is not always clear who is responsible. Is it the maker? The user? A third party service provider? Does this link apply a responsible disclosure policy? If not, the hacker has no guarantee that there will be no unpleasant consequences. He could send a copy of the NCSC guideline and hope that it finds favour. Or he could play safe by contacting a journalist, although that journalist would probably want to ask other hackers to confirm the vulnerability before taking the matter further.


    To help organizations adopt a sound responsible disclosure policy, Floor Terra has produced a boilerplate text that organizations can publish on their websites, inviting hackers to test their systems. Its main points correspond with those of the official guideline, with one significant difference. Terra’s version makes no mention of the possibility of prosecution or immunity. The official guideline clearly states, ‘Where the discovery of a security vulnerability has entailed a violation of criminal law, the reporting of that vulnerability does not provide immunity from prosecution.’ It should be remembered that the PPS can proceed ‘off its own bat’ even if the system owner declines to make a complaint.


    How great is the actual risk of prosecution? On 18 March, the most senior officials within the PPS issued a circular to the regional departments under the title How to proceed in cases of ‘ethical’ hacking. It reiterates that prosecution is an option in every case, and goes on to list points that prosecutors should take into consideration when making the relevant decisions.


    The letter distinguishes between ‘ethical hacking’ and ‘responsible disclosure’. The Criminal Code does not recognize the concept of ethical hacking. It knows only computer misuse, which is a criminal offence and there are no specific exclusions for good intentions, social responsibility or whatever. Responsible disclosure is slightly different, since it refers to the act of informing others of the existence of a security vulnerability rather than the act of finding it. Whether a disclosure can be regarded as responsible depends not only on the person who makes the report, but also – and more pertinently – the organization to which that report is made. If that organization does not have a formal policy in this regard, the disclosure cannot be automatically deemed responsible. However, a number of general principles can be applied when assessing the situation:


    ‘If the hacker communicates with the system owner about the security flaw, doing so directly and in a confidential manner, and if no data has been deleted or manipulated, it may be appropriate to classify the action as a responsible disclosure whereupon there is no justification for further investigation. Where data has indeed been copied, altered or deleted, or where access to an IT system has been gained by any disproportionate means, the criteria for responsible disclosure have not been met. Further investigation and possible prosecution are indicated.’


    Even if the hacker and the system owner have reached mutual agreement, if there are ‘indications that the hacker has done anything other than report the security vulnerability directly to the organization in question, a thorough investigation should be instigated. This would be the case if sensitive (personal) data has been copied, or if ‘malware’ has been installed on the system, to give just two examples.’ The letter draws a comparison with journalists who commit a criminal offence in pursuit of a news story. The prosecutor is advised to consider the following questions:


    1.Were the actions of the suspect necessary within a democratic society, i.e. was there an overriding general public interest?


    2.Were the actions of the suspect proportional, i.e. were the means and methods adopted in keeping with the objective?


    3.Did the suspect act in the most appropriate manner, assuming that alternative courses of action were available (the principle of subsidiarity)?


    As we have seen, these questions were relevant in the DVU and Groene Hart cases. Had it been possible to answer all with a ‘yes’, the prosecutor might have decided not to proceed. However, if they were to be asked and answered at all, the hacker must first be regarded as a ‘suspect’. This is bizarre, since the hacker must then engage the services of a lawyer and spend months, perhaps years, living in uncertainty even though it is (in his view) the organization responsible for the security flaw that has failed in its duty of care.


    I wondered why the PPS has adopted this approach and arranged an interview with Lodewijk van Zwieten, the National Prosecutor for Cybercrime and Lawful Intercept. He told me:


    ‘The NCSC guideline is just that: a guideline, not a directive. The minister did not want to impose hard and fast rules because there is no black or white – only many shades of grey in between. The most that he can do is encourage the sectors to establish their own rules and procedures based on good practice. What rights can be derived from these rules and procedures? None whatsoever. The law does not recognize the concept of ‘ethical’ hacking. A hacker who unlawfully accesses someone else’s computer system is committing an unlawful act comparable to trespass. He may do so because he knows or suspects that personal information is not properly secured, and wishes to bring this situation to attention. If a responsible disclosure policy is in place, the system owner has expressly or implicitly invited the hacker to test security. There is no case to answer under civil law, and hence there is no reason for any forensic investigation. The situation is different if the hacker has accessed a database containing sensitive personal data. The organization is not the owner of that data but is merely its custodian. The individuals whose information it is have suffered a violation of privacy and can hold the system owner liable. In law, that system owner cannot offer the hacker any form of immunity.’


    According to Van Zwieten, the PPS acts on behalf of the third parties whose personal data is involved in the disclosure. ‘It is for the court to decide whether a disclosure is responsible or not. It is not all about the hospital but also its patients.’ So, who should be prosecuted? Who is the wrongdoer? ‘The hacker,’ asserts Van Zwieten, ‘because he has committed the criminal offence of computer misuse. The system owner has probably not committed any criminal offence. There may be circumstances in which a charge of criminal negligence could be brought, but only if there is a real and immediate risk to patients’ health. If failure to keep information securely results in death, we might consider a charge of corporate manslaughter. In any event, a criminal investigation requires there to be a suspect, which means that we must focus on the hacker and his activities. There have been several investigations in which further information has gradually come to light over time. The only means by which we can establish precisely what has happened in an objective way is by following criminal procedure.’


    So, the only way to determine whether the public interests or those of individual citizens have been harmed is to prosecute the hacker. This is perhaps logical, but the effect is to deter many hackers from going about their work in an ethical and responsible way. Even if they are confident that the system owner will not bring charges, they know that they can still face prosecution. The alternative is to involve the media, whereupon a journalist makes the disclosure and the hacker remains out of the line of fire.


    Journalists, however, have their own rules. A disclosure must have news value. It must be factual, hard and immediate. Disclosure through the media often leads to conflicts that play out in the public arena. This could be avoided by setting up an independent body to which ethical hackers can report vulnerabilities anonymously, whereupon the reports are discreetly dealt with ‘behind the scenes’. Several initiatives along these lines have been proposed.


    One was the brainchild of three security experts: Andre Koot (@meneer), Alf Moens (@alfmoens) of SURF, a collaborative organization for IT in higher education and research, and Hans van Looy (@quux_nl) of the security consultancy Madison Gurkha. On 20 March 2013, they hosted a meeting at SURF’s offices in Utrecht, attended by a diverse gathering of hackers, public officials, private sector managers and researchers. The purpose was to gauge support for the idea of a national reporting centre for ethical hackers.


    Koot began with a presentation. He was concerned about the state of information security in the Netherlands and cited a long list of recent cases which illustrated his point: Groene Hart, DVU, Veere, and so forth. Hackers who reported their findings directly to the organization responsible for the system were rarely taken seriously. So, whom should they contact? Government regulators such as the Health Care Inspectorate, Data Protection Authority or Consumer and Markets Authority? They are not known for their speed and dynamism. The NCSC, perhaps? Hackers might be wary of dealing with this government body. Or perhaps the website run by the Revspace hackers’ collective (hackmeldpunt.nl)? A possibility. But in most cases, hackers prefer to contact a journalist such as Brenno de Winter. All such parties have their own vested interests, which is why there should be an entirely independent point of contact, run under the auspices of a non-profit foundation. It would give hackers and system owners access to a group of security experts who could guide the disclosure process.


    The people at the meeting accepted that something must be done but were not convinced that Koot’s proposal was the answer. I was particularly dubious about the PR aspect; how would this national reporting centre be brought to general attention? Would young hackers think of looking for it? And would an organization take a report received through this channel seriously? Was the main objective to preserve hackers’ anonymity? Someone remarked, ‘there are already umpteen report centres: perhaps we need a report centre for report centres?’ The consensus was that yet another would be surplus to requirements.


    This view was confirmed by David van Es, a student of Information Security Management at the Hague University of Applied Sciences, who was at the meeting with the supervisor of his research project. SURF had asked Van Es to determine whether adequate measures were in place to ensure the effectiveness of responsible disclosure, or whether new initiatives were required. His report is a comprehensive overview of relevant legislation and case studies, some of which also appear in this book, and interviews with key figures.


    Van Es’ conclusions are clear. Organizations should be encouraged to adopt a responsible disclosure policy but there would be little value in setting up an independent report centre. It would not enhance efficiency or effectiveness, and would offer no additional protection to either hacker or system owner. The majority of people he had spoken to saw no benefit to having the support of a group of security experts. These experts might be able to assess and ‘certify’ a report, but the value of such certification would remain uncertain. It is not possible to measure ethical intent. That said, the further development and exchange of knowledge would indeed be desirable.


    Today, three years later, there is still no independent report centre. At one point I was contacted by a lady from the Dutch ‘Crimestoppers’ organization, which runs a hotline and website through which members of the public can pass anonymous information about illegal activity to the relevant authorities. She was investigating whether her organization should set up a similar scheme for ethical hackers. As we spoke, I did my best impression of a hacker attempting to report a security vulnerability, complete with all the convoluted technical explanations. After a brief silence, she conceded that Crimestoppers probably doesn’t have the necessary expertise.


    The Revspace collective’s site (www.hackmeldpunt.nl) is still up and running, and hackers’ reports are seen by people who do have the necessary technical expertise. I sent an email and received an immediate response from committee member Mark Janssen. All reports are welcome, he assured me. They are fully anonymized before being passed on to the organization concerned. However, that is where the contact ends: there is no further correspondence. That is a pity, because there is no way of telling whether the report has had the desired effect. I can imagine that ethical hackers are keen to know what action was taken, and may be equally keen to receive some acknowledgement for their efforts.


    The NCSC guideline was not the only policy document to be published in early 2013. The Dutch Data Protection Authority (DPA) is often regarded as the appropriate organ to oversee the follow-up to a responsible disclosure. It was this body to which Koot and associates addressed their ‘enforcement requests’ in connection with the Henk Krol hack. In February 2013, the DPA issued a position paper setting out ‘principles for the security of personal data’. It is somewhat more detailed than the NCSC guideline and devotes particular attention to compliance with Articles 13 and 16 of the Data Protection Act. Of relevance to us is that the document focuses on the responsibilities of the system owner.


    In brief, Article 13 is concerned with the security of personal data, stipulating that a system owner must implement appropriate technical and organizational measures to protect such data against any form of unlawful use. The word ‘appropriate’ (which elsewhere is subject to the rider ‘in keeping with current technology’) implies proportionality between the security measures and the nature of the data concerned. The more sensitive the data, the more stringent the security requirements.


    Article 16 is concerned with ‘exceptional data’, an umbrella term for the particularly sensitive information which demands the highest possible level of security. We can think of details of an individual’s religion, race, political affiliations, health status, sexuality or criminal record, for example.


    The document states that information security is not only a question of technical measures, but also – and primarily – the organization surrounding the technology. It advises system owners to conduct a full risk analysis, to adapt security standards accordingly, and to carry out regular reviews based on a ‘Plan-Do-Check-Act’ cycle. Information security, it goes on, involves a combination of ‘preventive, detective, repressive and corrective measures’. This is all rather abstract, but the authors provide practical examples of situations in which data encryption should be used, together with instructions for disposing of obsolete hardware. Nevertheless, it will remain difficult for organizations to determine whether they comply with all provisions of the Data Protection Act and, if not, what measures the Data Protection Authority is likely to take.


    What was the DPA’s response to the cases in this book? It took action when transport operators were alleged to be monitoring their customers’ movements, but not when the OV-chipkaart itself was cracked, since the DPA is concerned with personal data rather than with financial fraud. Much the same response, or lack thereof, can be seen in the SCADA systems case, which represented a serious risk to physical safety but not to personal privacy. The Diagnostiek voor U case did involve personal data, and extremely sensitive medical information at that. Henk Krol was able to access that data with a simple five-figure code, thus demonstrating that security was not at ‘the highest level permitted by modern technology’. Nevertheless, the DPA chose not to take any action, perhaps because DVU responded reasonably quickly by taking the system offline and implementing a dual-factor authentication protocol. The Lektober campaign revealed several security breaches involving extremely sensitive personal data such as medical information, credit ratings, court records and sexual preferences. Here too it was clear that security was not ‘appropriate’ but none of these breaches stirred the DPA into action. The exception to prove the rule was the Groene Hart hospital, which remained under ‘enhanced supervision’ by the DPA for many months. We shall therefore return to this case later.


    While these cases were brought to the DPA’s attention by the media, it receives many direct reports from the public, either by phone, via its website (mijnprivacy.nl) or by post. Not all reports lead to action. According to the DPA, the reports ‘provide an impression of the extent to which privacy legislation is observed, and may provide grounds for further investigation. A growing number of incidents are being drawn to our attention, the complexity of which is also increasing. However, the resources available to us are limited. For this reason, the DPA cannot investigate all reports and choices must be made. The DPA prioritizes matters that are thought to involve serious and ongoing violations which affect a large number of people, and in which the DPA’s effective use of enforcement instruments can make a tangible difference.’


    As a regulatory body, the DPA has certain statutory rights. It can demand to see commercial or financial information, it can examine physical resources such as computer systems, and its inspectors may enter any premises including private residences without a search warrant. The organization and its representatives must cooperate fully with any investigation. Where an organization’s security arrangements fail to meet the minimum requirements, the DPA can order it to implement measures within a given period. Failure to do so will attract an incremental penalty: a fine that increases every day until the measures are in place or the maximum amount is reached.


    The idea of a reporting requirement for data breaches is nothing new. It has been discussed at length by legislative bodies at various levels. On 1 January 2016, a reporting requirement for breaches involving personal data will finally come into force. The DPA will be empowered to issue fines of up to 20,250 euros for ‘minor’ violations, and up to 810,000 euros for more serious breaches.


    Organizations in the telecoms sector are already required to report data breaches to the Consumer and Markets Authority (ACM) while those responsible for systems within the ‘vital sectors’ must report any security breaches to the NCSC. These obligations may help the cause of the helpful hackers but they could also exacerbate conflicts. It is too early to tell which way things will go.


    29 May 2013. Time for another parliamentary debate, during which Ivo Opstelten would face questions from the cross-party Standing Committee for Security and Justice. It is now almost five months since the minister presented the NCSC guideline to the House. Members have had ample time to gauge the public response. Once again, the discussion centred around the fact that ethical hackers still have no guarantee that they will not be prosecuted, no matter how public-spirited their actions have been. It is interesting to read how the various speakers attempt to demonstrate that they have their fingers on the pulse and know ‘what’s going down’ on the hacking scene.


    Klaas Dijkhoff is keen to support his fellow VVD member, the minister. ‘My faction approves the content of the guideline. I believe that it is a good thing that people who expose vulnerabilities for honourable reasons will not necessarily face prosecution. However, there must always be someone who assesses whether their actions have remained within the bounds of the acceptable. I believe this to be the task of the Public Prosecution Service. If I read the document correctly, it would seem that responsible disclosure demands the cooperation of all concerned, including those responsible for the systems in which vulnerabilities are found.’


    Astrid Oosenbrug (PvdA) takes the side of the helpful hackers. ‘ In my view, the ethical hacker – and we are not talking about the malicious hacker here today but about the security expert – enjoys too little protection under this guideline. In a few weeks I shall be attending a hackers’ conference in the Netherlands. I intend to gauge support for a private member’s bill which introduces legislation to protect the ethical hacker. It all sounds very interesting. It will be similar to the existing ‘whistleblower’ but with certain differences. In today’s climate we devote much time and attention to protecting business organizations. A company will wish to examine where problems lie and whether there are any flaws in its security arrangements, even if it does not have the financial resources to hire security experts on a full-time basis. A hacker, whether professional or amateur, provide the required expertise but must enjoy appropriate protection. We must all think about this most carefully. I believe that a private member’s bill will be the best way forward and therefore take this opportunity of announcing my intention of following this route.’ In the event, Ms Oosenbrug did not ‘follow this route’ but at least she made her position clear.


    Sharon Gesthuizen (SP): ‘Everywhere you look, in every group of IT experts, people are banging on about cooperation, partnership between the public and private sectors, collaboration with the hacking community or with people who discover security vulnerabilities by whatever means. I wish to add my voice to those who have expressed concern about the new responsible disclosure guideline. I must ask whether its production involved any consultation or cooperation with the hackers’ community.’


    In reply, Mr Opstelten emphasized the progress that the guideline represented. ‘We can state that its publication has made the Netherlands a world leader in responsible disclosure. Thank you for your support in this matter. As I have already said, I welcome cooperation with the IT community. When developing the framework for responsible disclosure we spoke with various parties, including hackers.’


    The minister claimed to be something of an ethical hacker himself. ‘I have to tell the House that the government has already gained some experience in using hacking methods. Two years ago, I could not have thought that I would be doing so. I have seen very rapid development, not least in myself. I know that many of you understand what I mean, so I hope that if you use the method to which I refer, you will do so in good faith.’


    Opstelten stood firm on computer misuse: ‘Hackers with malicious intent are of course criminals. We must draw a distinction between those who act with honourable motives and those who do not. This has always been my standpoint and I repeat it today. Hacking and hackers must be kept within the judicial framework.’ This did not mean that all would automatically be arrested and tried, however. ‘We know of no case in which a prosecution was brought after the hacker and system owner had agreed to work on the basis of responsible disclosure, whereby the latter undertook not to make a formal complaint. I assume that this is the line being followed by the Public Prosecution Department.’


    In essence, Opstelten saw the benefits of ethical hacking but did not wish to tread on the toes of PPS. ‘The Public Prosecution Office must make its own decisions. I merely inform the House of its internal guidelines. I am of course the responsible minister, but the PPS decides such matters itself. I assume that the criteria stated in the guideline are used to assess proportionality, even where there is no formal policy. This will be confirmed by future jurisprudence.’


    Astrid Oosenbrug dissents. ‘It is precisely this unstructured and equivocal approach that concerns me. A company can take the initiative of asking someone to examine its systems. If that someone then discovers a vulnerability and the company is annoyed, can the company still make a formal complaint? The hacker has caused absolutely no harm but has merely exposed a problem. Is legal action possible in these circumstances, even though the PPS wishes to avoid a prosecution? I call for protection for the ethical hacker. The guideline seems to offer plenty of protection to system owners but none at all to the ethical hackers.’


    Of course, no one yet knew how effective the guideline would be in practice. Sharon Gesthuizen asked if any evaluation had been scheduled, to which the minister replied, ‘The entire world will be watching us because we are the first government to have introduced a policy and guideline. I think that evaluation is inevitable.’ He suggested that the situation should be reviewed after two years. Sharon Gesthuizen found this too long; she would prefer to see an annual evaluation. That, countered Opstelten, is not an ‘evaluation’ but a ‘monitor’. He agreed, and undertook to submit an annual report (the Cyber Security Review), which would acknowledge ‘the role of hackers in making a responsible inventory of vulnerabilities’ and ‘the proposed use of the input of hackers.’ In short, there would be no amendment to current legislation but there would be a signification exchange of knowledge based on good faith.


    The Cyber Security Review of June 2013 mentioned (almost in passing) the publication of the NCSC guideline, going on to reiterate that it is for organizations to formulate their own policy. It notes that the NCSC has already received its first reports, most of which concerned its own website. However, it was too early to draw any conclusions. The Cyber Security Review of September 2014 examines responsible disclosure in greater detail. By this time, the NCSC had received almost one hundred reports and there were strong indications that the figure would continue to rise. Three in every four reports concerned websites, and in particular the possibility of Cross Site Scripting. The precise figure is difficult to establish since some reports proved to be false alarms and there was some duplication, with several hackers reporting the same problem.


    On 18 December 2014, the Minister presented a progress report. Responsible disclosure, he stated, is working well. The government has adopted the guideline in respect of its own websites, and has established a central point of contact for reports relating to government services. The Tax Administration has its own, separate point of contact. Resources have been made available to ensure a rapid response. The private sector has also been quick to adopt the guideline, with telecom operators and banks leading the way, closely followed by insurers and hosting providers.


    The NCSC had by now received a total of 136 reports, 66 of which related to government departments, 34 to the NCSC itself, and 36 in which the centre was asked to mediate between the hacker and a private sector organization. The central government report centre received a further 55 reports and the Tax Administration received 22. ‘The figures show that responsible disclosure has made remarkable progress. Two years ago, the Netherlands was the first country in the world to implement an active responsible disclosure policy. Out of the first tentative steps has come a combined thrust of public and private sector partners, alongside players from the wider IT community,’ stated Opstelten.


    On the matter of prosecution, he briefly stated, ‘In 2013 and 2014, the Public Prosecution Service brought no charges against any hackers who had acted in accordance with the responsible disclosure policy of the relevant system owners.’ In fact, it was during this period that the Groene Hart hospital case played out. The court’s ruling virtually coincided with Mr Opstelten’s statement. We can now examine whether it did anything to clarify what an ethical hacker can do within impunity and what is deemed to be ‘crossing the line.’

  


  
    18. The other side of the Groene Hart


    Two years of uncertainty for hacker and hospital


    In early 2013, while many of the people mentioned in this book were discussing the new responsible disclosure guideline, the High Tech Crime Unit was examining the contents of Jordy’s computer. It was password-protected but the detective assigned to the case accessed the hard disk using brute force. There he found the record of a chatroom session conducted on 1 October 2012, during which Jordy had asked whether any of the information found related to a person ‘in the public eye’. Another chat message refers to ‘a list of 500k people’. The computer also provided evidence that Jordy had used the Swedish VPN Tunnel service. However, the detective found only one file that could have been downloaded from Groene Hart. Perhaps Jordy had copied everything else to a virtual machine before deleting it from this disk.


    According to the Fox-IT log, at least 7.5 gigabytes of data had been downloaded from the hospital’s server on 5 and 6 October using a different VPN connection. The detective found no trace of either the data or the download sessions, although this was the evidence that the PPS was most keen to obtain. It was trying to build a case based on proof of access on these dates and the sheer number of potential victims – the patients whose personal data had been stolen. Jordy had denied all knowledge and his computer contained no trace of the other IP address logged by Fox-IT. There was not a scrap of evidence to connect Jordy with the second hack.


    The diligent detective dug deeper. He suspected that Jordy had used TrueCrypt: software which encrypts files and places them in a hidden ‘container’ on the hard disk. A password is needed to reveal both the container and its contents. After a long search he did indeed find a TrueCrypt container. He managed to open it but found only a few small files. But the system reported the container as being far larger: there must be many more hidden files. After an entire month of sequencing random passwords, the detective finally found the right one - not entirely dissimilar to the first.


    This second password opened a hidden partition within the TrueCrypt container. Here, the detective found several files with nonstandard extensions such as .kpv and .kpi. He determined that they were image and video files, which he eventually managed to open. He was shocked: the suspect had a stash of child pornography. The detective immediately contacted colleagues in the appropriate department who conducted a ‘collection scan’: an automated analysis of the images. Many were found to be extremely objectionable. It was clear that the investigation, codenamed ‘Operation Magneto’, would take far longer than planned. The hospital hack was designated ‘Offence 1’ and the possession of the images ‘Offence 2’.


    The PPS announced this latest development on 21 March 2013, possibly to stress that the case was far more complex than thought and would therefore take somewhat longer. Many of those who had supported the hacker now had doubts. Could a person who possesses such loathsome material, and who presumably derives pleasure from viewing it, have the moral awareness needed to be an ethical hacker? Or were the two matters so disparate that they could and should be viewed separately?


    I must also admit to having serious misgivings, then and now. However, I decided that I should hear the defendant’s own story in the interests of my research. The media had given no clue to Jordy’s identity other than his age and the town he lived in. Brenno de Winter was unwilling to reveal any information, which I respect because a journalist must protect his sources. And of course the PPS would not put me in touch with the suspect in an ongoing investigation. It was by sheer chance that I heard someone mention the name Jordy and describe him as ‘that hacker who now runs his own IT security business.’ I searched the Chamber of Commerce register for a company in the right town whose director matched his profile. I found one and decided to call the phone number listed.


    ‘Hello, Jordy speaking.’ I told him about my research and explained that I would like to hear his side of the story. ‘Fine’, he replied, but he first wanted to speak with his lawyer. He was due in court in just three weeks and wanted to check whether giving an interview would have any effect on the case. I offered to send an email setting out what I already knew and the questions I wanted to ask. He could then let me know whether he was still willing to talk. He agreed. In my email, I listed the names of the other people I intended to interview in connection with the Groene Hart hack, and explained that everyone would be given the opportunity to check the quotes before publication. I also said that I was willing to wait until after the trial if he preferred.


    I received a reply the next day. ‘My lawyer is away but he comes back on Thursday. I will then ask him whether the interview is a good idea. I don’t see why not. However, there are a few little points I want to clear up first. I am happy to cooperate but I wish to remain anonymous, or at the most you can use my first name. I’m also on trial for something far more serious and I don’t want any press in the courtroom. It would be nice if nothing about this other matter appears in your publication. One more question, which as a researcher you are not obliged to answer: how did you find my name and number?’


    Thursday came and went. I had heard nothing more so I decided to phone Jordy again. Unfortunately, his lawyer did not think it prudent for him to meet me. I would have to be satisfied with what the other people in the case could tell me for now.


    On 18 November 2014 I visit the Groene Hart hospital, a large building in the centre of Gouda. I am met at reception by Gelske Nederlof, marketing and communications manager and a member of the crisis team assembled following the 2012 hack. She takes me to meet the team leader, Monique Verdier, a director of Groene Hart for the past eight years and manager at various other hospitals for ten years before that. Interestingly, Verdier has a technical background: she studied at Eindhoven University of Technology and spent the early part of her career in industry.


    We use the same room in which the crisis team met. When I tell the two ladies about my research and the working title of my book, ‘Helpful Hackers’, I am immediately corrected. ‘Our hacker was far from helpful,’ says Verdier. I concede the point. ‘True, he did go much too far. That’s why he is due in court on 3 December. But the main question is whether he helped you to improve your security policy.’ ‘Yes, but at what cost?’ answers Verdier to nods from her colleague. At the time of the hack, both were aware that their security was not all it could be. An improvement project was already under way. Everything had to be fast-tracked, and that had cost them a lot of money. ‘It has affected everything we do here at the hospital. Everything is slower. We still don’t have an online appointment system.’


    Verdier recalls the events of 7 October 2012 (as described in Chapter 14). It was a hectic time but the team could draw on the lessons of the simulation exercise held just two weeks earlier. Nederlof: ‘That involved a very dramatic situation in which contingency plans were of little or no use because the situation changed from one moment to the next. It helped us realize that the world moves much faster than the decision-making process in the boardroom. That made all the difference when we faced a real crisis a fortnight later.’ Verdier: ‘The first meeting after the hack, on the Sunday, was chaotic. We didn’t really know how to respond. I set about making a list of priorities so that we could deal with the problems in order. I tried to keep a tight rein on the internal process while Dirk Jan, our chief executive at the time, acted as press spokesman.’ Monique Verdier considers her finest moment to have been the fourth team meeting, held on the Thursday. ‘The IT boys brought a huge cake for the communications staff to thank them for a job well done. It may sound trivial, but it showed that no one was blaming anyone else. We were all working together to resolve the situation.’


    In the weeks that followed, the team had to bring security up to the required standard extremely quickly, and had to do so under the watchful eye of the DPA. The process demanded significant investments in time and money. Even before the hack, Fox-IT had been working to improve security. The Executive Board now called in PricewaterhouseCoopers to conduct a complete audit, while a team of IT experts from Deloitte were on hand to report progress to the DPA. In total, the security upgrade cost some five million euros. Although the hospital would have spent almost as much anyway, it would have done so over a far longer period. The additional costs as a direct result of the hack were estimated to be 300,000 euros, largely in respect of legal advice. ‘This is money that we would have not had to spend if it were not for the hacker,’ states Verdier. ‘We could have paid six fully qualified nurses for a year instead. The effects of the hack cannot be described as socially responsible in any way, shape or form.’


    Supervision by the DPA proved particularly irksome. ‘Every answer would prompt another ten questions, everything went backwards and forwards at least six times,’ states Verdier. ‘The law changed in January, and so there were yet more questions. All the various aspects – privacy, security, project management – became not so much intertwined as entangled. Of course, the hospital was partly responsible for the mess in the first place. We should never have ‘left the window open’. But the DPA’s demands were often unreasonable. Take the end-of-life software, for example. Because it is being phased out, there is no longer any support structure in the Netherlands, or in Europe come to that. We had to go to Microsoft in the USA to have some very minor changes made. Fortunately, even the DPA could see that this would take time, so we escaped a fine for the time being. There are still two or three minor points to be cleared up before the end of this year. Then we will comply in full with Article 13.’


    Some of the more specific systems at the hospital still run on Windows XP or Windows 2000. These operating systems are ‘end of life’ which means that they are no longer updated or supported by Microsoft. Users are advised to migrate to a more recent version, but this is not always possible because not all applications are compatible. Individual users can buy an update from Microsoft, but this is both inconvenient and expensive. Verdier is therefore critical of the DPA’s stance. ‘It makes me livid that they expect us to count every cent, while the government can get away with using end-of-life XP indefinitely.’


    Monique Verdier can nevertheless appreciate that some good has come out of the situation in that the organization has learned some important lessons. Security awareness has grown, not only among the directors and management but among medical staff too. ‘Doctors used to demand every new IT gadget and program available. They might even install something themselves. They now ask first to make sure that there are no risks.’


    The hospital’s network is now ‘segmented’. It is not a single system whereby everyone can access everything. The various users are confined to their own ‘environment’. Doctors have a pass which allows them to log into their own digital workspace from any computer, but having done so they see only the programs they actually use. Apart from enhancing security, this has allowed the hospital to reduce the number of software packages in use from 900 to 287.


    Groene Hart later organized a conference at which Verdier described precisely what had happened so that similar organizations could learn from its experiences. Paradoxically perhaps, this apparent openness was accompanied by tight security. Attendees were required to show both their personal invitation and ID. Verdier: ‘We really didn’t want to have to deal with another Brenno de Winter!’


    Following this interview, I thought it would be useful to hear the DPA’s side of the story. Why had its investigation taken so long? Why, more than two years after the hack, was there still no final report? Koosje Verhaar, head of communication, informed me that it is not the DPA’s practice to issue a definitive, one-sided opinion. First comes the draft report containing its provisional findings. The organization concerned is then given the opportunity to respond and to implement corrective measures as necessary. Those measures are then subject to further inspection, and only then are the findings committed to paper in the form of a final report.


    The DPA’s final report on the Groene Hart case was eventually published on 27 November 2014. Koosje Verhaar emailed me a copy the same day, together with a link to a NU.nl article by Brenno de Winter headed: ‘The Groene Hart hospital in Gouda failed to secure its computer systems and was therefore breaking the law.’


    I settled down to read the DPA report. I expected it to be an authoritative, hard-hitting document. I actually found it rather vague and confusing, probably because it had been rewritten after every feedback round. The DPA’s intention was clear enough: ‘to determine whether Groene Hart has implemented technical and organizational measures which are sufficient to protect personal (medical) data against loss or any form of unlawful misuse.’ It was also clear what had prompted the investigation: the NU.nl article of 7 October 2012, even though the hospital had itself reported the data breach to the DPA. But despite careful reading, the precise nature of the problem and exactly when it had been resolved remained unclear.


    The report states that there had been frequent contact and explains how the expectations and assertions of each side had been adjusted over time. There had been some disagreement about the requirements that the hospital must meet, for example. The investigation began in late 2012, some weeks before the DPA’s document setting out the principles of data protection was published. The hospital thought that new, stricter requirements were to be phased in over time, while the DPA regarded the document as a clarification of the minimum requirements that already applied, namely the relevant articles of the Data Protection Act and NEN-7510, the national standard which underpins ISO/IEC 27002, the international code of practice for information security management.


    The report covers the DPA’s findings until early 2014. By the time it was published in November, Groene Hart had made significant further progress. Nevertheless, the report takes the hospital to task for not having replaced all obsolete systems. The words ‘end-of-life’ appear no fewer than forty times. The report further states that the hospital’s network is not yet fully segmented, whereupon security risks can spread from one area of the network to another. ‘It is not known when this situation will be resolved, nor what organizational measures have been put in place to avert another incident.’ The report does not provide answers, but notes that Groene Hart has undertaken to implement all necessary measures by the end of 2014.


    The report confirms that Groene Hart has implemented many of the required measures since the 2012 hack. It will nevertheless be months if not years before everything is in order. All data traffic is now constantly monitored for any untoward activity. Pentesting is of little or no value: the hospital and the Fox-IT consultants already know where the vulnerabilities are. They do not wish to create any more. The DPA concludes that ‘by using a non-segmented network with hardware running end-of-life (operating) software, Groene Hart is violation of Article 13 of the Data Protection Act, and will not achieve compliance until April 2016 at the earliest. Groene Hart has not taken adequate supplementary measures to obviate or mitigate the attendant risks.’


    Let’s cut to the chase: does the DPA intend to impose a fine or not? I email Verhaar who replies, ‘The DPA will shortly ascertain whether the hospital remains in violation and can, if necessary, apply enforcement measures. At this point we are unable to make any statement regarding a possible sanction. Once we are in a position to do so, we shall inform you accordingly. To date, the DPA has not issued a direct fine as such, but has imposed orders that carry a financial penalty for default. The party concerned then has a set period in which to comply with the requirements. Only if it fails to do so does the penalty become payable.’ Much remained uncertain at the end of November 2014. Nevertheless, the timing of the report’s publication, intentional or otherwise, could not have been better as Jordy’s trial would begin just a week later.

  


  
    19. Bonnie the hacking (supposed) housewife


    Complex trial provides a clear precedent


    Thus far, my accounts of legal proceedings have relied on the court transcripts. I now had a chance to see justice being done for myself. On 3 December 2014, I approached the reception desk of the Palace of Justice in The Hague and enquired where I might find Judge Frenkel’s court. Having been shown the way, I passed through a metal detector and was patted down by a security officer. I was allowed to take my laptop, which was fortunate, as I intended to make notes. I walked along the corridor and found the door to the public gallery of the courtroom. The hearing had just opened. I was the only ‘spectator’. Through the glass partition I could see six people in black gowns sitting at tables. The lady in the middle, facing me, was reading a document out loud. There were a few other people with their backs to me. I had no difficulty picking out Jordy: he was the one sitting in the dock.


    The lady in the middle proved to be Judge Frenkel and she was reading the charge sheet or ‘statement of facts’. She began with the first offence of computer misuse. After a brief summary, which revealed nothing that had not already appeared in the press, she asked Jordy to explain himself. He began by saying that he was a patient at the hospital and wished to ensure that their security was up to scratch. The way in which he explained the technical details of the hack suggested that he was not confident that the judge would understand. Her subsequent questions made clear there were no problems on that score. Judge Frenkel was extremely well-informed about digital matters.


    She wanted to know precisely what was downloaded and when. There was evidence to show that the .csv database file with the names and addresses of half a million patients had been downloaded on 6 October. Jordy must have been responsible. He denies the allegation. There is frantic shuffling through reports that confirm that the file had been downloaded on two separate occasions, the first being on 26 September. That was indeed his work and there was no point trying to deny it, since the chat session of 1 October retrieved from his computer mentions ‘a list of 500k names’. Why, he asks not unreasonably, would he download it again? That must have been someone else. Judge Frenkel appears satisfied for now.


    The discussion then turns to malware. Jordy asserts that the software he installed on the system to facilitate the download was not ‘malware’ as such. The judge disagrees. She notes that a Trojan Horse was also found. Had he placed it there? No, he replies, but what could have happened is that his hack had activated a virus scanner which then detected a Trojan already on the system. Frenkel asks why, if he had no malicious intent, he had hidden behind a VPN proxy address. Jordy replies that he would rather have the police at the door than a ‘bunch of heavies’ from the hospital. The remark causes some amusement in court.


    Next, the judge asks him why he had chosen to make his disclosure through a journalist, rather than to the hospital itself, the police or the DPA. ‘Well, it worked,’ he replies casually. ‘Would you do the same again?’ asks Frenkel, who appears annoyed when he says that he would. She reminds him that he is on trial for a criminal offence. ‘Oh, but I would go through the NCSC of course,’ he hurriedly adds. The judge appears reassured.


    I am typing as fast as I can while trying to keep up with the exchange but I miss much of it. Frenkel says something about damages, and then I see a tall man rise to his feet and address the court. I can hardly hear him so I press my ear against the glass. The judge interrupts the witness and says, ‘I’m sorry – could you speak into the microphone, please. There appears to be someone in the gallery who cannot hear you.’ I am embarrassed at having disrupted the proceedings and attempt to hide behind my laptop.


    The witness is Maarten Baaij, director of finance and IT at Groene Hart, and a member of the crisis team. He lodges a claim for 300,000 euros. The judge protests: neither she nor the defence have received any documents to substantiate this amount. She asks whether anyone wishes an adjournment. Apparently not. Baaij is asked to explain how he has arrived at the figure, which he does. It represents the costs which were incurred as a direct result of the hack: the hours worked by hospital staff to put things right, and the additional fees charged by the external consultants from Fox-IT and PWC. Judge Frenkel is not convinced. She asks how these people could possibly have filled so many hours. It is, however, a rhetorical question and she moves quickly on.


    The judge now reads the statement of facts relating to the second charge, possession of child pornography. This need not concern us and I shall not dwell on it other than to remark that the mood in the courtroom changed dramatically, particularly when details of Jordy’s private life were given in evidence.


    Court is adjourned for a coffee break. Outside, I see around fifteen people leaving the courtroom. They are in sombre mood and everyone is looking rather lost. I decide to introduce myself to Jordy. With him is a young lady who I learn is his sister, here to give support. Jordy’s lawyer joins us. Now that the trial has moved on to the extremely serious matter of child pornography, I feel awkward talking about ethical hacking. However, the others seem relieved to have a lighter topic of conversation. I briefly tell them about other cases such as the OV-chipkaart and the Henk Krol hack, and I ask the lawyer what case law the defence will cite. Krol is the most promising, he agrees, since it involves freedom of expression. The three then withdraw for a client conference.


    I look around to see who else is here. Unfortunately, the people from Groene Hart have already left. I would have liked to hear Maarten Baaij’s standpoint. I am recognized by three members of the High Tech Crime Unit. They had appeared on my talk show and ask me what a presenter is doing here. I start to tell them all about my book and that they will be in it... and then the bell goes. We are expected back in court. One of the black-gowned figures tells me that I can come down from the gallery and sit in the well of the court if I wish. I walk inside with everyone else.


    For some reason, everyone is sitting on the left. I decide to sit on the right where there is more room. When the judge enters, everyone stands. One of the police officers signals that I should do likewise. It is court etiquette, apparently. Only then do I notice that everyone else is sitting behind the people from Groene Hart, and I am the only person sitting behind Jordy and his sister. I hope that this is not seen as taking sides: that’s the last thing I want to do. We are invited to sit down and the hearing resumes. Judge Frenkel announces that Groene Hart has withdrawn its compensation claim. She does not give reasons. She then invites the Officers of Justice to present the case for the prosecution. There are two: one for each charge.


    Danielle Laheij, who specializes in cybercrime, is handling the first charge. ‘On Sunday 7 October, the nightmare of any hospital became reality. It was made public that the computer systems of Groene Hart hospital in Gouda had been hacked, and the personal data of countless patients may have been made accessible via the internet.’ Ms Laheij then gives a summary of the NU.nl article. She pronounces the name ‘Bonnie’ in a particularly sarcastic manner, looking up at Jordy as she adds, ‘of the hacking supposed housewives.’


    Next comes an account of the social context. ‘The hack and the subsequent media coverage caused considerable unrest, not only among patients of Groene Hart itself of course, but within society as a whole. A general discussion began about the security of medical information, and most particularly about the role of the hacker.’ Laheij acknowledges that Jordy’s arrest and investigation by the Public Prosecution Department had divided opinion, attracting the support of some but the opprobrium of others. The media referred to him as a ‘hacking hero’ or a ‘cybercriminal’. The events had also attracted political attention, with various members of parliament and more than one minister making their views known. At that time, however, no one knew the precise circumstances of the case.


    The first priority, states Laheij, was to establish what had happened to the patient information downloaded from the hospital systems. The only way of doing so was to arrest the person responsible. This is why the hospital made a formal complaint, and was indeed encouraged to do so by the police, judicial authorities, the NCSC and the Fox-IT consultants. At this point, the prosecutor stops reading, looks up and addresses Jordy directly. ‘In principle, Groene Hart hospital is entitled to recover all damages it has incurred. You can therefore count yourself extremely fortunate that it has chosen to withdraw its claim for three hundred thousand euros.’


    According to Laheij, bringing the case to court would itself serve a higher purpose by creating greater clarity about the status of ‘ethical’ hacking. ‘It is good that vulnerabilities within care institutions are brought to light. We accept that. We want to know. However, this does not alter the fact that, if doing so involves the commission of a criminal offence, the matter can and very probably will be investigated by the police and judicial authorities. This is further to an extremely important societal interest: the protection of sensitive personal data, such as medical information.’ The PPS could not proceed against Groene Hart itself, she explains, because it had not committed a criminal offence. Nevertheless, action had been taken by the DPA and the judge had received a copy of its report. These proceedings were solely concerned with the defendant, Jordy. Even if he had committed only the offence alleged in Charge 1, he would have been required to answer before the court.


    Laheij is not convinced that Jordy had any ethical motives, since his actions went much further than such motives would warrant or allow. He had accessed the server on more than one occasion, he downloaded very large amounts of data, he had discussed and even shared that data with others, and he had installed malicious software on the hospital’s server, again on more than one occasion. This in no way chimes with any ideological motives. She then listed the data that had been downloaded according to the Fox-IT log. Everything in ‘Hack 1’ – the database file containing the personal details of 500K patients and a few scanned medical files – was uncontested. Jordy had admitted that he was responsible. To this, the prosecution added the data downloaded on 6 and 7 October 2012: the .csv file (for the second time), 1,243 TIFF files, which were scanned versions of the complete medical records of 47 patients, and another .csv database file containing the personal details (name, address, patient registration number, telephone number, place of birth, sex, language and religion) of 56,690 patients. This is the 7.5 GB of data that has never been found.


    Laheij concedes that she has no hard forensic evidence that Jordy was responsible for the second hack. She intended to show a balance of probabilities: it was more likely him than not. ‘It is known that someone logged into the system directly on 6 and 7 October 2012 using the same username and password combination that was used in hack 1, to which the defendant has admitted. There is nothing to indicate that any hack took place in the meantime whereby the same combination could have been obtained by others.’ Although the log-in information would have been known to various hospital staff and former employees, Laheij does not consider it likely that any of them would have logged in that day using an anonymous VPN service. Moreover, the news article published on 7 October refers to the log-in information which must therefore have been known to De Winter. The journalist later offered Jordy the a chance to respond to all the commotion caused by the first article. Why did Jordy not take this opportunity to deny having downloaded the contentious data? She continues, ‘These circumstances exclude the likelihood of any alternative scenario. The prosecution therefore holds the defendant responsible for the second part of the hack.’


    Next, the prosecutor considers the issue of proportionality. ‘The defendant could and should have restricted himself to viewing and possibly downloading his own personal data, or simply making a screenshot of the folders and files.’ Laheij asserts that the defendant could have reported the security vulnerability directly to the hospital, agreeing when and how he would be able to make a public disclosure in a responsible manner. ‘The defendant far overstepped the bounds of necessity. His actions were not in keeping with the principles of proportionality and subsidiarity. For this reason, the defendant cannot rely on a line of defence further to Article 10 of the European Convention on Human Rights.’


    ‘This case is about third parties’ right to privacy. Extremely sensitive medical information was viewed and copied without the permission, or even the knowledge, of the individuals concerned. To make matters worse, the defendant says that ‘curiosity’ drove him to access the server on more than one occasion. This constitutes a deliberate violation of privacy, whereby the victims unwittingly and unwillingly gave up their rights not in the name of any putative ideological values, but purely to satisfy the defendant’s own curiosity. A security vulnerability is not an open invitation. This system’s security may have been flawed, but that does not confer the right to ‘come on in’. The presence of a security flaw does not absolve the defendant from his own responsibilities or his obligation to respect the interests of others. If I forget to lock the door of my house, I am not giving anyone permission to come inside and steal my belongings.’


    ‘The prosecution therefore holds that, in this instance, the right to protect the integrity of the automated system (this being the primary interest that Article 138 seeks to protect), as well as the third parties’ right to privacy, must weigh more heavily than the defendant’s right to freedom of expression or to receive and impart information and ideas. Article 10 of the European Convention on Human Rights in no way precludes the prosecution and punishment of the defendant.’


    ‘A guilty verdict and an appropriate sentence will help to clarity the bounds that must be observed by those who commit a criminal offence in the digital domain and thus violate the rights of others, doing so under the pretext of ideological motives. The outcome of this case will support the discussion about where the boundaries of ‘ethical’ hacking lie. The court has an opportunity to give a clear signal that, should anyone cross those bounds as the defendant has done to a very serious degree, they may expect equally serious consequences.’


    Danielle Laheij takes her seat and her colleague rises to present the prosecution’s case on the second charge. She describes the material found on Jordy’s computer in such explicit detail that several people in the room are visibly distressed. She concludes by asking the court to impose a custodial sentence. Laheij then turns to the matter of sentencing on the first count. She notes that it is impossible to consider the Groene Hart case dispassionately after what the court has just heard. So she doesn’t even try: she adds her own vilification of the defendant’s character, so vehement that Jordy’s sister is reduced to tears. Only then does she return to the matter of the hack. I do not really understand what she does next. She asks the court to sentence the defendant on both charges together, demanding a total sentence of two years’ imprisonment, eight months of which is to be suspended, and three years’ probation with compulsory psychiatric treatment. What part of this sentence relates to the hack itself? I can only hope that this will become more apparent in time.


    The court will now hear from the defence. Jordy is represented by Bob Kaarls, a criminal lawyer who specializes in more serious cases such as murder, drug trafficking, sex offences and cybercrime. ‘The defence contends that this was an ethical hack whereby there is no question of criminal culpability on the part of my client. He brought an undesirable situation to light in an entirely responsible manner. My client clearly demonstrated to society that personal medical information is not in safe hands when the hospital to which it is entrusted does not secure its computer network properly.’


    Kaarls goes on to suggest that the hack was necessary because other ways of testing security had failed. The report of the examining judge noted that Fox-IT had conducted a number of pentests but to no avail. According to the hospital’s chief executive, the ‘audits’ conducted by the Health Care Inspectorate were nothing more than a casual examination of some paperwork. In short, Jordy’s hack was necessary to demonstrate the existence of vulnerabilities. The police forensic examiners had described the defendant as ‘technically gifted.’ Brenno de Winter had gone so far as to suggest that he was ‘intelligence service material’. It was therefore incomprehensible that the PPS had opted to bring the case to court at all.


    The defence goes on to assert that it was the hospital at fault, not Jordy. ‘Groene Hart has broken the law by having computer systems that are so old they can no longer be properly maintained. Antivirus software was not consistently used, while all systems ran on one and the same network.’ Kaarls refers to the recently published DPA report, which states that its investigation was prompted by the media coverage of the hack. ‘Had my client not demonstrated the vulnerability of the network, the DPA investigation would never have taken place. It could not be any clearer. If my client had not acted as he did, not only Groene Hart but many other hospitals would continue to have very serious security flaws even today.’


    Like Laheij, Kaarls considers the societal significance of the case. ‘My clients actions have prompted questions in parliament. They have caused other hospitals to scrutinize their IT arrangements. They have prompted the Health Care Inspectorate to devote closer attention to information security. Consultants such as Fox-IT have reviewed and revised their procedures. There has been a full investigation by the DPA, and awareness of security risks has risen throughout the healthcare sector. Moreover, my clients actions have helped the government to define its policy on responsible disclosure.’ Counsel quotes minister Edith Schippers: ‘The approach taken, whereby the person responsible demonstrated the existence of the problem but did not retain any data, is one that I, as Minister of Health, must applaud.’ He also quotes members of parliament Sharon Gesthuizen who was ‘appalled and shocked’ at Jordy’s arrest, Gerard Schouw who called the arrest ‘bizarre’, and the member who suggested that ‘this hacker deserves our gratitude.’ This was of course Henk Krol, but for some reason Kaarls decides not to mention his name.


    Jordy’s ethical hack also served to bring forward the production of the NCSC guideline, Kaarls suggests, and that guideline works in his client’s favour. ‘It accepts that the process of revealing security vulnerabilities will in many cases involve the commission of a criminal offence, namely computer misuse, by the hacker.’ Unfortunately, the guideline does not state what should happen if the system owner lodges a complaint against the hacker. That is something for the court to decide. Jordy’s actions did serve a clear societal interest. Did they meet the requirements of proportionality and subsidiarity?


    The defendant did not install any malicious software, Kaarls states, only a control code for the Omniback process needed to facilitate the downloading of the files. He viewed those files only briefly. ‘My client has no knowledge of actual patient information pertaining to third parties and neither has he shared such information with anyone else.’ The screenshot that Jordy had shown to De Winter included only his own details and the password.


    The defendant denies any involvement in the second hack of 6 and 7 October. He had no reason to access the network again. The downloading activity on these days was logged to a different VPN address. No forensic evidence connecting the defendant to the hack on 6 and 7 October 2012 was found on the computers impounded by the police. ‘Given the events following the disclosure of the leak to others, such as GHZ, Fox-IT and Mr de Winter, it is not only possible but extremely probable that the second hack was perpetrated by a person or persons other than my client.’


    Jordy is, Kaarls insists, an ‘ethical hacker’. As in the Krol case, he can call upon Article 10 of the European Convention on Human Rights. His actions met the requirement of proportionality in that he ‘worked with extreme care and prudence, did not cause any damage to the Groene Hart network, did not view the contents of patient files, did not share or publish those files, and had opted to test the security of this particular network because he himself was a registered patient at the hospital.’ The defendant’s actions were also entirely in keeping with the principle of subsidiarity, Kaarls claimed, because it was not possible to demonstrate the security vulnerability in any other way. ‘In view of the foregoing, the defence asks the court to dismiss the prosecution as inadmissible.’ Kaarls now turns to the matter of the child pornography. When the court adjourns for lunch, everyone again moves outside.


    This is a good opportunity for me to meet the people from the Groene Hart hospital. I have not yet spoken to Maarten Baaij so I introduce myself. Gelske Nederlof is with him and explains my research. Baaij suggests finding something to eat. I ask if I can join them, they agree and we all repair to a local sandwich bar. As we are waiting for our order, Baaij briefly tells me his side of the story. The hospital’s IT upgrade has a significant physical dimension. A new server room is required and new cabling must be installed throughout the building. It all demands considerable time and money – money that cannot therefore be devoted to the hospital’s core business of patient care. Perhaps this aspect of the case escapes the attention of the world at large, but it is very much at the forefront of his mind.


    Baaij tells me why he withdrew the compensation claim. He realized that the child pornography charge would almost certainly see Jordy sent to prison. The likelihood of his being able to pay three hundred thousand euros was slim, to say the least. Outside we see the two prosecutors heading back to the courtroom and we realize that the hearing is about to resume. We hastily grab sandwiches and coffee ‘to go’ and we go.


    Next, the prosecution will respond to the defence case, whereupon the defence has the final word. The focus is on the child pornography charge. I want to know how serious they deem the hack to be: what would be the sentence for that alone, ignoring the child pornography charges? Because the prosecution has opted to conflate the two offences, we may never know. I even consider omitting the entire case from my research, since any case law it establishes will be far from straightforward, bordering on the irrelevant. The likelihood of another hacker being charged with such disparate offences is negligible.


    It seems that I am not the only one who has been thrown off the scent. Later that day, NU.nl runs an article under the headline, ‘Prosecutors demand two years in Groene Hart hack’. It gives a full description of the events of October 2012, the disclosure, the media coverage, the DPA investigation and the final report of that investigation. The child pornography charge is mentioned almost in passing, creating the impression that the prosecution is seeking a sentence of two years for the hack alone.


    The court reconvenes to hand down its verdict on 17 December. There are now somewhat fewer people gathered outside the courtroom. Jordy and his lawyer are there of course, someone from the High Tech Crime Unit, and myself. We are kept waiting for some time and the atmosphere is tense. What do you say to someone who could well be facing a lengthy prison sentence? I don’t know so I talk to the police officer instead. He is not permitted to say anything about this case because he was one of the arresting officers, but a chat about cybercrime in general fills an awkward silence. When we are finally admitted, Judge Frenkel asks who I am. Not certain how to reply, I blurt out, ‘I’m a journalist.’ ‘Oh? For what newspaper?’ ‘I’m writing a book,’ I explain. The judge appears satisfied, or at least not dissatisfied, and we are invited to sit. Frenkel then begins her summing-up.


    ‘This court has been asked to accept that the defendant had no malicious motives, wishing only to expose an undesirable situation, namely a security vulnerability affecting the computer systems of a hospital. In other circumstances, we might be minded to do so. However, we find that by logging in to that system on several occasions following the initial hack, and by deliberately seeking out sensitive personal information pertaining to third parties, the defendant showed a degree of criminal culpability. It is not enough for the defendant to claim that he is an ‘ethical hacker’ who acted in the interests of society. His actions must be assessed according to the principles of proportionality and subsidiarity. The prosecution has quite rightly determined that this assessment must be made by a court of law. The defence application for dismissal is therefore rejected.’


    The judge then summarizes the facts which had been held to be proven using the official wording of the Criminal Code: ‘...did knowingly, deliberately and unlawfully gain access to one or more automated systems or works, exploit a vulnerability in software installed on one or more servers, did obtain confidential information including the log-in information providing access to the server, and did view, copy or manipulate data therein contained.’ That was the first hack. Proven.


    The judge moves on to the second hack. ‘The court finds insufficient evidence to hold the defendant responsible for the subsequent breach, committed between 4 October 2012 and 7 October 2012, which has been referred to as the ‘second hack’. The court has taken into consideration the defendant’s own statement that he did not log in to the server during this period and did not download any data from that server. The court also notes that the person or persons doing so used a VPN service, and that despite careful investigation no forensic evidence has been found to connect that service with the defendant. While files were found on computer equipment used by the defendant which linked him to the ‘first hack’, no such material has been discovered to establish his involvement in the ‘second hack’. Accordingly, it is not possible to exclude the possibility that a person or persons other than the defendant gained unlawful access to the Groene Hart hospital’s server between 4 October 2012 and 7 October 2012, and did download data files including 1,243 medical records, in part because it is known that the defendant did communicate with third parties about the ‘first hack’ during the interim period, revealing the relevant username and password.


    In short, the court is satisfied that Jordy was responsible for the first hack but finds insufficient evidence to hold him responsible for the second. The question now is whether he acted in an ethical manner. The judge rules that his actions had indeed served a general public interest and were therefore in keeping with the principle of subsidiarity. ‘In the opinion of the court, hacking activity of this nature does in itself make an important contribution to the security and protection of confidential information held in the healthcare domain, and to the societal debate about appropriate security measures. The court is also of the opinion that no other, less intrusive means were available to the defendant allowing him to achieve his objective. The defendant therefore acted in a manner that satisfies the subsidiarity requirement. The court is mindful that the defendant reported his findings to a journalist with whom he had previous contact in similar circumstances and with whom he had established a relationship of mutual trust. He could be confident that this journalist would allow the Groene Hart hospital the opportunity to implement corrective measures before proceeding to publish, thus preventing any sensitive private information being released into the public domain.’


    This is encouraging. But was the hack proportional? ‘The court must take into consideration the fact that the defendant gained unauthorized access to the Groene Hart system on a number of subsequent occasions having already informed the journalist of his findings on 26 September. It is clear that he already had sufficient information on that date, and that there was no reason to access the system at all thereafter. Moreover, the defendant has stated that he searched the patient records for information pertaining to specific individuals, not only his relatives and an acquaintance but a someone described as being ‘in the public eye’.’ This was going too far.


    The judge is saying that accessing the system, and even the use of malware to facilitate the download of a limited number of files, could be regarded as further to the right of freedom of expression, whereupon these acts would not attract any penalty. All this was necessary to demonstrate the security vulnerability. However, Jordy’s repeated access and his targeted search for information relating to specific individuals had overstepped the bounds of proportionality, whereupon he would indeed face some form of judicial penalty. There being insufficient evidence to connect him with the second hack and the download of the ‘missing’ 7.5 GB in data, this would not be taken into consideration.


    Judge Frenkel presented a summary with regard to the child pornography charges before passing sentence. Twelve months’ imprisonment, of which eight would be suspended provided Jordy agreed to receive psychotherapy for a period of at least three years, plus 240 hours unpaid community service. The seized computer equipment which had been used in the commission of the offences would not be returned. Once again, the sentence makes no distinction between the two very different charges. I leave the courtroom very disappointed. I even consider asking Judge Frenkel for an explanation. However, I realize that this would be entirely inappropriate given that Jordy was about to spend time in prison. I must assume that this was largely on the strength of the second offence.


    That evening I received a message from Jordy himself. ‘The sentencing report states that I was given 120 hours’ unpaid work for the hack and the rest for that other thing.’ And indeed, when the verdict was published online I saw the judge had made a distinction. At last, we had a clear judicial statement about the boundaries that apply to responsible disclosure, even though the court itself had made a rather irresponsible disclosure. The court document published online included the full names of everyone involved, including the defendant, the people with whom he shared his findings and even the person in ‘the public eye’. Fortunately, someone reported the error and it was quickly rectified.


    What did the Public Prosecution Service think of the outcome? I contacted Danielle Laheij who replied, ‘The court made it clear that the defendant had exceeded the bounds of proportionality, whereupon his actions did not meet the criteria of an ‘ethical hack’. The court has therefore provided the clarity which we sought. The question of whether a hack is indeed ethical can generally be answered only on a specific case-by-case basis. Nevertheless, this ruling together with that in the Krol case, provide clear direction. In my view, this will benefit everyone involved in information security in any capacity, particularly given the context provided by the guideline for responsible disclosure. All in all, we are not dissatisfied with the outcome. The sentence of 120 hours’ community service for the hack is understandable, given that some aspects of that hack were considered to be acceptable and that the defendant was found not guilty of the second part of the hack. Personally, I think the court has erred on the side of leniency but I shall live with that. I am slightly disappointed that the court did not find the defendant guilty of the second hack, but in view of the totality of the case we have decided not to appeal. For the PPS, the hacking was important in terms of jurisprudence as it provides clarity. The court’s ruling has done precisely that.’


    I must also applaud the judge’s ruling, which has done much to establish exactly where the boundaries lie. To be ‘ethical’, hacking must serve a higher social purpose and, while the process of exposing security vulnerabilities will inevitably involve some digital damage, it is essential to remember that you are dealing with the private, personal and confidential information of others. The Groene Hart hack established important case law which the PPS and courts will be able to draw upon in future. Moreover, the ruling was extremely well timed, in that it coincided with Minister Opstelten’s letter to the House outlining the progress of responsible disclosure policy. Groene Hart also received a letter around this time. It was from the DPA, informing the hospital that it was now in compliance with Article 13 and would therefore not face a fine. By early 2015, we could conclude that responsible disclosure actually works.


    Are we done? Is this the end of the story? No, because I have yet to make my point. It is tempting to focus on the spectacular, highprofile cases that attract press attention, get our elected representatives hot under the collar and end up being played out in court. But the real ‘helpful hackers’ neither need nor want such attention. Most prefer to work out of sight and out of mind. I devote my final chapters to some of the unsung heroes who work to make the cyber world that much safer for us all.

  


  
    20. Free books for @iliaselmatani


    Publisher acknowledges problem but is slow to take action


    Here is one aspect of responsible disclosure that is often overlooked. The ethical hacker needs patience – lots of it. Take @iliaselmatani, for example. Having dutifully reported a security vulnerability to the publishing firm Noordhoff, he had to wait an entire year for anything to be done. Why? The press were not interested: the security vulnerability he had found was not earth-shattering news. The publishers themselves had other, we must assume better, things to do – even though Ilias el Matani had discovered that it was possible to download their entire catalogue entirely free.


    In late 2013, my Twitter feed showed an invitation for #fristileaks. That is the ‘junior’ version of #wiskyleaks, an open and informal meeting at which hackers share their secrets under ‘Chatham House rules’ – you can pass on anything you hear but you must not reveal the source. It’s interesting to see how something like this is organized. First, someone suggests a meeting. If there is enough interest, a Tweet containing a link to an online form is sent out. People indicate when and where they would be able to attend, and eventually a date and venue are decided by mutual consent, even though most of the group know each other only by their Twitter account names. On this occasion, we agreed to meet on 12 October in a bar in Utrecht. I was looking forward to meeting some young hackers and hearing stories that might not reach my ears through other channels. Perhaps there would be a good case study for my research, I thought.


    There were about twelve of us and we found a secluded area upstairs. Some were looking slightly apprehensive, perhaps afraid that I was going to write down their every word, so I started by explaining my research. By the end of the evening, I realized that I had done most of the talking, aided by a glass or two of Tripel ale. I am not sure whether the young men – and one young lady – present had enjoyed listening to this loquacious researcher. In any event, I failed to pry any interesting secrets out of them.


    A few of us continued to chat on the way to the station. The group gradually dispersed until only I and @iliaselmatani remained. He told me that he had a disclosure that might interest me. He had discovered how to download the entire Noordhoff catalogue – by which I mean every book they publish, not just the catalogue! Ilias had hoped that Webwereld would carry the story, but its journalists were not interested. He asked me to act as an intermediary between him and the publishing company. I agreed: this was my opportunity to make my very own disclosure. Of course, I would do so in an entirely responsible way. Young Ilias struck me as an honest, trustworthy type and the situation was unlikely to get out of hand. After all, it was about books – specialist textbooks at that – not sensitive personal data. Once the leak had been plugged, I would be able to write a nice article for Informatiebeveiliging to show how things should be done.


    The next day Ilias sent me a very detailed email. He told me about his first visit to the Noordhoff website. He had purchased access to a book for his coursework. Having paid, users are given a ‘voucher code’ that they use to log in. They can then read the entire book online. At this time, it was not possible to download the pages to read offline. Very inconvenient, he thought. How was he supposed to study on the train? In the address bar, he noticed that each page was being loaded from an URL ending with ‘/page’ and a number. When he manually changed the number, an error message would appear. Well, of course: that would be far too easy. But when he looked in the cache of his Firefox browser, he found that the actual content of the page was being loaded from a different URL. And if he changed the numbers here, he did indeed see the requested page.


    Ilias could also see from the URLs that the book itself had a number. If he changed that number, a page from an entirely different book would appear and he could browse through that book in the same way. He tried various numbers at random, and worked out that it was possible to download the entire contents of no fewer than 1,643 books. Ilias showed @sander2121 what he had found. Together, they wrote a Python script which would automatically sequence the numbers in the URLs, download the pages, collate them in the right order and save each book as a PDF file. It worked perfectly: they could now download a free copy of every book on the list. A case of buy one, get 1,642 free!


    What would you do if you discovered something like this? I think I might be tempted to tell all my fellow students and treat them to free books. But not @iliaselmatani and @sander2121. They wanted to bring the problem to the attention of the publishers: a responsible disclosure. But how would Noordhoff react? Would the company go to the police or start civil action? The hackers decided to approach Noordhoff through the media. On 21 April, they contacted Webwereld but the site decided not to run the story. Eventually, Ilias asked me to become involved.


    Even though this is not a particularly contentious or high profile case, I found it quite exciting to be able to tell a system owner that their site is full of holes. Although no personal data was involved, and it is possible to claim that merely running through a series of URLs is not ‘proper’ hacking, Noordhoff could have taken legal action if only to scare us off. After all, disclosure could cause significant damage to its reputation. Moreover, Noordhoff is owned by the multi-billion dollar investment company Bridgepoint, which no doubt has armies of lawyers on permanent stand-by to make life miserable for anyone who rocks the boat.


    I start by sending a very tentative email in which I inform Noordhoff that their online security is flawed, and offer to mediate between the company and the person who discovered the problem. Within a day, I receive a reply from Jean Pierre Miani, Technology Officer at Infinitas Learning, which owns the Noordhoff imprint. I notice that it has been cc’ed to three other people in the technical division. Miani states that he is taking the report very seriously and requests further information as soon as possible. I phone him. When I explain about the URLs and the free books, he seems unimpressed. ‘Is that all? Not much of a hack, is it? Besides, we were told all this in April and fixed it. Is this the same person again?’ I decline to answer this question. I tell him that Infinitas can have all the details once I have received a PGP-signed email in which they promise not to take any form of legal action. Miani seems affronted. ‘No way. I don’t give out free passes.’


    When I tell Ilias about this conversation, he is slightly dismayed. ‘I suppose he’s right: it’s not really hacking, more ‘unauthorized access’. But if we full disclose on Twitter, they may as well shut up shop and go home. They’re not going to sell any more books. It took me less than two hours to write that script, and even with a slow connection you could download everything in a night. You could start your own online bookstore.’ He is also puzzled by Miani’s claim that they knew about the problem in April. Ilias hasn’t told anyone else and neither has @sander2121. They hadn’t even mentioned it at #fristileaks. I was the first to know. Ilias went to the Noordhoff website and found that nothing had changed. The problem had not been ‘fixed’: Miani was bluffing.


    A lengthy exchange between Ilias el Matani and Jean Pierre Miani followed, all conducted through me as the go-between. It became increasingly clear that we were not going to come to an agreement, so I suggested a face-to-face meeting, even without a promise of immunity. Fortunately, Ilias was willing to take the risk. And Miani made some encouraging noises: ‘I think that white hat hackers should be rewarded. We can all learn a lot from them.’


    Op 6 January 2014, El Matani and I visit the Infinitas offices in Houten. We are introduced to Miani, who launches into what sounds like a pre-prepared speech. Security is his top priority, he tells us. As an educational publisher, Noordhoff has already had to contend with many students attempting to hack the site from their school networks or launching DDoS attacks. This is why they avoid asking users for personal information: if you haven’t got it, you can’t lose it. The subscription which provides access to the books is just a number: the ‘voucher code’.


    Yes, they had been told about the problem in April. The information came from a supplier. But to rectify it would mean a complete overhaul of the entire system. There just wasn’t time because June is the busiest time of year: that’s when colleges and students buy their textbooks for the new academic year. The company decided that the modifications could wait until the next scheduled maintenance round. The problem was not seen as a high priority: someone can download a page or two. So what? Miani assures us that he sees absolutely no cause to take legal action.


    I point out that Ilias could have sold his script to other students, whereupon far more books would have been downloaded for free. The authors would not receive the royalties they are due, and they could claim compensation for loss of earnings. Miani tells us that all six thousand authors receive royalties, but concedes that there are a few who could make a claim if they found out. ‘In any event,’ he adds proudly, ‘we are now working on a new version of the website, which will be rolled out very soon.’ ‘Can Ilias test it?’ I ask. Miani hesitates. ‘Erm... not yet. We’re still ironing out some creases. Give us a couple of weeks. I’ll send you some documentation he can look at in the meantime.’


    The couple of weeks pass, and a couple more, and a few more. We hear nothing from Miani. We are both beginning to lose patience. I have an article to publish! But I realize that will have to wait until the URL trick no longer works, otherwise the disclosure would be anything but responsible. I try the site again after a few weeks. This time the URLs generated by Ilias’ script show the reassuringly familiar message ‘Error 404: page not found’. It seems that Jean Pierre Miani has finally ironed out those creases.


    In June 2014, the publisher’s homepage proclaimed: ‘Infinitas Learning re-affirms market leadership by launching e-book platform Classmate’. What’s new? It is now possible to download any book to read offline – provided you have purchased the necessary voucher code, of course. This is precisely what @iliaselmatani was looking for in the first place, but it is not much good to him now because he has already graduated. He is working as a security specialist with SecureLabs and is being paid for his work – as are the publishers.


    This story is fairly typical: a well-intentioned hacker finds a security vulnerability. After much nagging and moaning, the problem is resolved but he receives no form of acknowledgement, reward or even thanks for the free advice. Ethical hackers need extreme patience and must be able to shrug off disappointments. Why do they bother? I shall explain that later. First, another example of corporate feetdragging.

  


  
    21. @1sand0s and the ethics committee


    Youfone too cheap for good security


    The majority of disclosures are not made in the media but on Twitter. It is instant, open and (if you want) anonymous. I have seen many interesting stories unfold 140 characters at a time and I often wonder exactly who is behind those creative pseudonyms. If I am at a hackers’ meeting, I often send out my own message: ‘Any tweeps in the house?’ I did so on 28 April 2014, when at a meeting in Amsterdam. Several well-known hackers responded. They included @1sand0s.


    That evening, I saw him at the bar of the venue. He was wearing a black T-shirt with the slogan, ‘I hacked my ISP and all I got was this lousy T-shirt’. That sounded interesting so I caught his eye and said, ‘I see you have an ethical hack to your name.’ I learned that he had found a way to hijack other users’ accounts with his telecom provider Youfone, and had duly reported the problem. But he hadn’t been given the T-shirt by Youfone. A small logo on the sleeve showed that it was a gift from the NCSC.


    According to his Twitter profile, @1sand0s is a ‘researcher on the art of moving 1s and 0s (preferably securely and privately)’. His real name is Jeroen van der Ham, and he is a researcher and lecturer in System and Network Engineering at the University of Amsterdam. The Youfone hack was not part of his work, however. It was a ‘private job’.


    Jeroen’s girlfriend had a mobile phone subscription with Youfone. One day, she found that she could not log in to her account page. She tried to reset her password but the site did not recognize her email address. She asked Jeroen to have a look. He is an expert. He does this sort of thing for a living. But even he had no success. How strange, he thought. Jeroen also had a Youfone subscription so he tried resetting his own password. To his surprise, he was not asked to verify his email address. The site automatically generated a new password, consisting of his four-figure postcode and house number.


    This was a serious security flaw. Anyone who knew another Youfone customer’s email address and postcode could assume control of their account and access phone records, bank account details and other private information. On closer inspection, Jeroen found that communication with the browser was not encrypted. The session cookie could be intercepted by anyone. In short, there was an entire string of basic security errors.


    Van der Ham emailed Youfone’s customer service department, doing so from his work address to show that they were dealing with someone who knew what he was talking about. When he did not receive a reply, he turned to Twitter: ‘@youfone – have sent msg form. No reply. Very urgent. Need answer asap.’ A reply of sorts was indeed forthcoming ‘@1sand0s Dear Jeroen, you will receive a reply to your ticket within five working days. Send a DM with your mobile number so we can start looking into the problem. Regs, Youfone’. A number of direct messages were then exchanged, in which a helpdesk employee suggested that the security flaw was not really a ‘problem’. Jeroen asked if he could inform the media. Certainly, go right ahead.


    The researcher was nevertheless keen for the bugs to be fixed before details became public, so he decided to contact the NCSC. It was Friday evening. The centre responded only to the most urgent reports outside office hours so he received a reply on the Monday. Although the security systems of a private sector company are not the centre’s responsibility, it was willing to help because the data breach affected the general public. Jeroen was given the contact address of Youfone’s chief executive. He duly sent an email but received only a brief acknowledgement from a secretary who promised to ‘look into it’. He sent another message the following Wednesday. No answer.


    Van der Ham contacted the site’s developer, whose answer was short and simple: ‘Not our problem. That’s something for Youfone to sort out.’ He approached some journalists but none were particularly interested in the story. He could do nothing but wait. He sent several more emails to Youfone, asking the chief executive to phone him as a matter of urgency. Some days later, the chief executive did call and asked how serious the problem was. He listened attentively as Jeroen explained how cybercriminals could exploit the flaws, steal account information, wreak havoc in the Youfone systems, and so forth. He promised to take action.


    Jeroen learned that action had indeed been taken from the Youfone newsletter which was sent to all customers. It announced that the site had been ‘upgraded’ but did not mention any security incident or report. He checked the site again: still no email verification, although new passwords were now randomly generated rather than being based on the user’s postcode. The encryption and session cookie had also been modified, although he noticed that the certificate was dated three months prior to his report. Youfone already had a solution but had failed to implement it.


    For Van der Ham, all this was extremely frustrating. He had spent three weeks trying to get Youfone to do something but had been repeatedly fobbed off. ‘Companies should show more respect for the person making a report, since he is doing so voluntarily with no ulterior motive. They must assure him that there will be no unpleasant consequences and must keep him informed of progress.’ He was also disappointed by the media’s lack of interest. ‘Apparently, this sort of situation is no longer ‘sexy’ enough.’ He sent Youfone one last email to say that he was glad that the problem was finally resolved. He received a very short thank-you note. On 7 November, @1sand0s tweeted about the case for the last time: ‘After responsible disclosure procedure (thanks to @ncsc_nl) @youfone now has a more secure customer portal.’


    This case played out in late 2013, by which time most large telecoms providers had implemented a responsible disclosure policy and a point of contact for ethical hackers. But not Youfone. Its website promises great deals and unbeatable prices but no hint of what to do if you find a security vulnerability. There is just a general email address. When I sent the draft of this chapter, I received a standard auto-reply assuring me that I would receive a response within five working days. I did. It read simply, ‘Thank you for bringing this article to our attention. We have forwarded it to the appropriate department.’ And that is the last I heard.


    Jeroen van der Ham learned how his students must feel when they try to report a security flaw but are consistently ignored. Needless to say, they too must go about things in a responsible manner. Jeroen and two fellow staff members have therefore set up an ethics committee to oversee all research projects from beginning to end. The committee ensures that sensitive personal data is not compromised and that all aspects of the disclosure meet the highest ethical standards. Each project is given a risk classification to ensure adequate supervision. The system works well and there have been some very interesting outcomes. For example, students discovered leaks in the dating apps Tinder and Grindr. In both cases, it proved possible to access hidden user information. The problems were duly reported to the apps’ owners and only after they had been rectified did the researchers publish their findings.


    Tinder is a dating app that shows photographs of nearby users, with brief profile information linked from their Facebook page and the approximate distance: how far away they are at that precise moment. If you are interested in meeting a user, you swipe the photo to the right. If not, you swipe it to the left. If two people both swipe each other’s photo to the right, the app announces a ‘match’. They can then chat with each other and perhaps arrange a date. Students Joey Dreijer and Eric van den Haak developed a custom-made interface and set up a number of fake profiles. They showed that it was possible to pinpoint the location of a Tinder user with a very high degree of accuracy using trilateration. (If you know the approximate distance from each of three other users, you can ascertain the exact position.) They also found a way to access the linked Facebook pages, where considerably more information user information can be found. This exploit could be particularly useful to a stalker.


    A very similar method was applied by students Tobias Fiebig and Wouter Katz a year earlier. They focused on Grindr, a dating app specifically for gay men. Users create a personal profile with photos and brief personal information. They are then shown the profiles of the 24 men nearest to them at any given moment. Once again, the students were able to pinpoint the exact location of users by triangulating distances from three fake profiles. They also found a way to hijack accounts and chat sessions. These security flaws had very serious implications because there are some countries which take a less-than-tolerant approach to homosexuality. Users could be at risk of violence or arrest and imprisonment... or worse.


    In both cases, the apps’ developers were already aware of the vulnerabilities and had claimed to have taken action. The students set out to prove otherwise. Under the supervision of the ethics committee, they took an extremely conscientious approach to their work. They used fake profiles to avoid compromising the private information of real users. They reported all findings to the system owners and waited until the leaks really had been plugged before publishing their findings.


    The students at the University of Amsterdam have discovered dozens of security vulnerabilities. Their findings are published as academic research reports on the department’s website rather than as short populist articles on a news site. These young researchers want to be recognized for their scientific achievements. They are not interested in making a public scapegoat of organizations which may have been lax with security. Like their counterparts at Radboud University, they have found somewhere to conduct their activities legitimately. They work under supervision and are given due credit.


    It would be nice if we could leave all, or at least most, responsible disclosures to the universities. That would ensure the effective exchange of knowledge and methods, while the people responsible for preserving our digital security would receive the acknowledgement they deserve. The majority of ethical hackers, however, never reach university and are forced to conduct their research elsewhere, as in the case of @rickgeex.

  


  
    22. @rickgeex gets there eventually


    A place for helpful hackers


    In June 2014, Tek Tok Studio spent two days at the NCSC One conference, where we taped a series of interviews for our YouTube channel. Several of the people mentioned in this book faced our camera. Jeroen van der Ham talks about his ethics committee. Oscar Koeroo recalls the SCADA systems case and tells us about Operation Cyberpaint, a ‘teambuilding’ event for hackers and cyber security experts held at a paintballing park. Prosecutor Lodewijk van Zwieten announces a new programme to tackle cybercrime, while Melanie Rieback tells us about Radically Open Security, the new non-profit consultancy she has formed with Pieter Geissler of KPN modem-hack fame. We also film the disclosure of @XS4me2all, whose real identity will by now be clear to the more attentive reader.


    A number of international guests were also kind enough to give interviews. Jon Callas tells us about his company Silent Circle, which offers encrypted communications solutions such as the ‘untappable’ Black Phone. A group of young cryptographers explain that anything can be hacked given enough time, and predict that ‘the Cryptopocalypse is nigh.’ Philosopher Joshua Cornwell, formerly affiliated with Anonymous, warns that the dangers within the Cyber world will increasingly permeate the real world. Representatives of several large companies talk about the huge opportunities in cyber security which can be unlocked if we all work together. And of course, the people from the NCSC (the organizers of the conference), have their say. I greatly enjoyed conducting these interviews even though I missed most of the main event.


    At one point I went upstairs to the main hall, hoping to catch at least a glimpse of the keynote speakers. I found the door closed. Waiting outside was a young man in black jeans and T-shirt. He was taller than me and very much heavier. I had seen him earlier in the day with four others of about the same age. Thinking of my research, I strike up a conversation. ‘Hi – didn’t I see you with those other guys? What are you doing here? Are you hackers?’


    He answers, with his eyes wandering of to a point in the distance: ‘Yes, I am. I’ve got T-shirts from the NCSC. Done lots of Cross Site Scripting. They only have one. I’ve got five, but there’s someone who has eight...’ I ask him how old he is. ‘I’m fourteen but I have lots of experience with computer security. I used to get bullied a lot. I’ve got ADHD or autism or something – they don’t know exactly what because they still have to do the tests and stuff and that’s why I’m on medication.’ The boy talks about himself as if he is a computer with a bug that needs fixing.


    His name is Mischa van Geelen. I would like to interview him but that would mean going back downstairs to the studio. Besides, it seems inappropriate to put him in front of the camera after what he has told me. And I am not here for my own research but to cover the event for the NCSC. I still have some important people to interview, by which time the conference will be almost over. I briefly tell Mischa about my book and suggest that we should meet at a later date. We exchange phone numbers and start following each other on Twitter.


    I record my last interviews, the conference comes to an end and the building quickly empties. As we are packing away our equipment, I have one more unexpected encounter. I run into @0xDUDE, who often tweets about security problems. I would dearly like to interview him, as he seems to have been responsible for countless disclosures. ‘Yes,’ he tells me. ‘3,645 so far but not one of them has appeared in the media. I like to keep a low profile.’ @0xDUDE is about my age and has been making responsible disclosures for some fifteen years. Impressed as I am, I am also exhausted after two days of non-stop interviews so we agree to meet for a longer talk some time.


    Over the two days of NCSC One, my team and I made sixteen videos. All interviewees were asked permission for their contribution to the posted on YouTube and all agreed without hesitation. The NCSC had no objection and did not even ask to review the footage before publication. While the technical aspects of cyber security depend very much on secrecy, the people involved attach great importance to openness. They like to share knowledge, to keep up to date, and to show that what they do is important to society. I continue my research with renewed vigour.


    A week later, I find a tweet from @rickgeex (Mischa van Geelen). He says that he has found a vulnerability in my own website. In a separate direct message he sends the URL of a subpage on the site and the single word ‘Please’, with no further explanation. I click on the link and see the Tek Tok newsletter. There is nothing out of the ordinary. When I ask Mischa what the problem is, he tells me that he can use Cross Site Scripting to redirect visitors to another site. Well, I think, it would be a bit embarrassing if I emailed people to tell them that the videos are online and they ended up on a site riddled with malware.


    I do not understand exactly how someone would go about hijacking the newsletter page, so I forward the report to the provider who manages my site. He responds immediately and tells me that what Mischa has done is possible only on his own computer, not on the site itself. Mischa disagrees and there is some discussion until the provider eventually changes something or other and Mischa is satisfied. I do not know the precise details, but it is interesting to be on the receiving end of a report. In the meantime, Mischa has deleted his original tweet, as he realized that it is best not to report security flaws on a public forum. I thank him for his help.


    Mischa sends me a link to his blog, where he has published a piece about alleged bugs in TrueCrypt. This is the software that Jordy the Groene Hart hacker had used to hide files. It is very popular among hackers who want to conceal data for whatever reason. Mischa claims to have found an exploit that allows the encryption to be cracked. I don’t understand the technical details but I decide to circulate a link to his blog on Twitter. I now have quite a few ethical hackers among my followers and I may be able to put Mischa in contact with someone who can help. ‘Hey techies, anyone understand this report? Has @rickgeex found a gov backdoor in #truecrypt?’


    Someone I met at #fristileaks replies, saying that he doesn’t understand why anyone would be interested in this report. Neither do I, but that’s beside the point. I hope for some more positive responses. When this correspondent adds, ‘It’s clearly bullshit’, I feel constrained to send a DM asking him to show a bit more respect for the young hacker. He writes back, saying that he could have been a little less ‘brusque’ but ignoring the report altogether would have shown even less respect. He has a point. The Twitter exchange ends here. Apparently the hack was not so interesting, but at least @rickgeex has gained some extra followers, including the far more experienced @0xDUDE.


    A few months later, I am awoken in the middle of the night by my mobile phone. My first inclination is to ignore it, but after several calls I decide to investigate. I find a series of WhatApp messages from Mischa.


    0.41: ‘Hi Chris’


    0.47: ‘I need help... exposing a series of vulnerabilities’


    1.23: ‘Hello?’


    1.24: ‘Sorry, it’s really important and I don’t understand what’s happening...’


    1.24: ‘Sorry to call so late...’


    1.24: ‘It’s me, Mischa’


    1.25: ‘I think I might be in big trouble otherwise...’


    1.27: ‘Anyway, hope you can help... call me.’


    I decide not to reply: I need my sleep because I am booked as moderator for a discussion the next day – by the Data Protection Authority, no less. ‘Talking of protecting personal privacy...’ I mumble to my girlfriend, who is equally annoyed with the sudden nocturnal activity. Anyway, I am not sure that I can help Mischa with his vulnerability report. He would probably be better off contacting the NCSC, and that is what I say in my WhatsApp message to him the next morning, adding the urgent enjoinder not to phone me in the middle of the night again.


    But I cannot forget about it quite so easily. I am researching responsible disclosure, a young hacker comes to me for help and I refuse? But what can I do? I don’t know enough about computers to say whether there is a vulnerability or not. I certainly don’t want to become another Brenno de Winter, embroiled in all sorts of disputes. I want to write a book in which I help everyone to appreciate other people’s points of view so that they can avoid disputes. And besides, it’s conference season and I’m busy. I don’t even have time to work on my book.


    Mischa then contacts me yet again, this time by email, asking whether there’s anything he can do for me. The roles have been reversed! As it happens, I am looking for a hacker to take part in the ECP annual conference on 20 November. It is always a lively event and it strikes me as the perfect opportunity to pitch my book, not with a dull presentation but with a spirited discussion. I have already enlisted the help of Astrid Oosenbrug, the parliamentarian who has taken up the cause of the ethical hackers, Jeroen van der Ham and Brenno de Winter. Mischa would be the perfect addition to the panel, practically typecast as the geeky hacker. I’m also hoping that he will decide to tell Brenno or Jeroen whatever it is he wanted to tell me.


    I Google Mischa’s name. Although not yet fifteen, he has a LinkedIn profile and a very well-presented website. Here, I read that he is an enthusiastic security researcher with seven years’ experience. He has won fourteen awards, and has been responsible for eighty responsible disclosures, having reported security problems to several banks, eBay, Marktplaats, Microsoft, Sony, Google, Apple, Firefox and various government departments, including the Tax Administration and the Ministry of Defence. I am impressed.


    I call him to run through the session in advance: I will ask him how he goes about finding vulnerabilities, how he reports them and what sort of response he expects. He is happy to talk about all this. I also ask him about school. He tells me that he has been assigned to ‘intermediate vocational education’ (MBO), the secondary school stream in which there is greater emphasis on technical and practical subjects rather than academic coursework. Things were not going well at school due to ‘behavioural problems’. Mischa believes that these problems were due to the medication he was taking until recently. He urges me to take another look at his website soon because he is about to update it. He now has one hundred responsible disclosures to his name and is top of the NCSC ranking. He also appears on several other organization’s ‘Walls of Fame’.


    As its website explains, ECP is a national platform for the information society. Its many events are attended by consultants, government officials and private sector representatives, mostly men in their forties. The 2015 annual conference was held in The Hague. As I arrived at the venue, I found myself surrounded by grey suits, chatting earnestly, networking, shaking hands and nodding to each other. I went in search of my panel members. As the main programme was beginning, I saw Mischa in the main hall, his youthful black hair standing out among the grey or balding pates of the other audience members. When he stood to shake my hand, I was struck by how much he had changed since our last meeting. He has lost weight, stands confidently and looks me straight in the eye.


    ‘Wow – what happened to you?’ I ask. ‘I’m off the meds, I’ve lost 37 kilos and I feel great,’ he replies, throwing his arms in the air. We should plan our session but the programme is underway and we are expected to sit in rapt silence. This is not easy for Mischa. He fidgets constantly and every time an organization is introduced he tells me about the time he reported a vulnerability on its website. Fortunately, the gentlemen in front of us are not disturbed by his running commentary. In fact, they seem to enjoy it more than what’s happening on stage. I’m not altogether surprised.


    I wonder how I am going to keep the voluble Mischa’s contribution ‘on topic’. We have just forty minutes for the entire presentation, there are five speakers and I also want to allow time for questions. I need not have worried. During the discussion he speaks clearly and concisely. In under five minutes he gives the audience a very clear impression of how an ethical hacker works. When I ask about his plans for the future, he says that he wants to finish school as soon as possible and then join Jeroen van Dam’s department at the University of Amsterdam. This is a fortuitous link to my interview with Jeroen himself, who tells us about his students and how all their research into security vulnerabilities is supervised by the ethics committee. He hopes that young people like Mischa will find their way into the safe hacking environment of the universities.


    The other panel members point out that not all young hackers have the opportunity to attend university. They are very intelligent in their own way, but they think differently to others. The education system is just not geared to their needs. We are speaking from experience. Brenno, Astrid and I encountered similar problems at secondary school. The content of the school curriculum did not coincide with our personal interests. I was not good with language and reading but I was good with numbers, so I was assigned to technical college and expected to become an electrician. It was only later that I discovered the joy of the written word and began to expand my horizons. Each of us found a different path into the information society. Mischa has yet to find his path. We wish him every success.


    The session is followed by a photoshoot. Tobias Groenland is making a series of portraits of prominent people in IT, whom he sees as the heralds of a new age. He asked me if I knew anyone suitably prominent, or at least heraldic, and I suggested the members of my panel. He has set up a studio in a small cold room downstairs. There is a stark white backdrop and dazzlingly bright studio flash lights. His raw, life-sized portraits will be exhibited with soundbites from the conference.


    When it is Mischa’s turn, I am impressed by how he takes everything in his stride, following the photographer’s instructions and entirely unfazed by the flashes. I overhear him telling Tobias about the medication he had been taking. All those pills were totally unnecessary and he is angry about that. But because he had very little contact with others, he was able to learn all about computers. This is how he became a security expert at such a young age. Mischa has to leave straight away because he has an appointment at the NCSC. I later learn that he is a regular visitor to the centre’s offices, where he explains his reports and assists staff in any way he can. Who knows what challenges await?


    Jeroen van der Ham was also expected at the NCSC that afternoon, and has since taken on an official role as security researcher. Meanwhile, I have been in contact with another member of the group I met at the NCSC One conference: Olivier Beg, proud recipient of no fewer than eight NCSC T-shirts and someone who has managed to turn his hobby into a ‘nice little earner’.

  


  
    23. Beg and the Bug Bounties


    Just b3c4us3 h4ck3rs s33 th1ngs d1ff3r3ntly


    Op 12 October 2014, the current affairs programme Tegenlicht was devoted to ‘zero days’ in an edition titled ‘Security leaks for sale’. The voice-over describes an alarming situation: ‘As you calmly surf the internet, the very smartest hackers in the world are constantly looking for vulnerabilities. They collect the bugs they find to form the building blocks of cyber-weapons, which they then sell for huge amounts to criminal organizations. They might also sell them to foreign intelligence services and ‘cyber armies’, who can then infiltrate your computer, your bank’s computer or even nuclear power plants entirely undetected. There is now a gold rush among hackers. They are searching for the ‘zero days’.’


    A ‘zero day’ is a software bug that undermines security and that no one else has yet discovered. If you find one, you have a head start on others. The programme illustrated the point in a novel way. As a rule, IT stories have little visual appeal. Talking heads and pages of computer code make dull viewing. Tegenlicht took a refreshingly different approach. Ronald Prins, director of Fox-IT, was introduced as ‘the most powerful nerd in the Netherlands’, which he proceeded to confirm by filming himself on the roof of the Fox-IT offices with a drone. Cyber colonel Hans Folmer is seen briefing a group of uniformed men as if the cyber war has already begun. When asked whether the Dutch army has a cyber weapon, he pointedly refuses to answer. Between the interviews we see images of hackers firing machine guns in a desert. The rat-a-tat-a-ta continues as the interviewees talk. The message is clear: virtual weapons are real weapons.


    After all this wanton violence, we see someone being handed a cheque for two hundred thousand dollars amid a shower of glitter. The voice-over states, ‘One very successful white hat hacker is 17-year-old Olivier Beg who earned thousands of dollars by finding zero days in Yahoo’s software. He has also hacked several Dutch banks and the national Tax Administration.’ We see a young man in a sparsely furnished room. There is just a bed and a desk with two computer monitors. He lifts a trophy to reveal the text: ‘I hacked the Dutch Tax Administration and never got a refund’.


    Beg explains why he hacks. ‘It started with an interest in computers, which led to an interest in programming, which led to an interest in finding bugs in the code.’ He shows a handbook to the camera, but explains that he is largely self-taught. We then see a video in which he opens an online retail site. He selects various products. On the check-out page there is an entry field marked ‘Discount Code’. He enters ‘1=1’. The amount payable suddenly changes to 0.00. ‘A zero day that would give Olivier Beg free shopping,’ the voice-over gleefully announces, ‘but instead he sent this video to Yahoo to help them solve the problem.’


    By equating hacking to an arms race, the programme is perhaps being a little melodramatic. But that’s television. The makers wish to highlight an aspect of hacking that is overlooked by the general public: it can generate large amounts of money. In fact, Olivier Beg did not receive a cheque for two hundred thousand dollars for all the bugs he found on the Yahoo site. He received ‘only’ sixteen thousand dollars. I happened to read that in a Webwereld article headed, ‘Dutch are tight-fisted when rewarding white hat hackers’. It is a plea for better bug bounties, at least on a par with those awarded by the large American corporations. While the Netherlands may lead the way in having a responsible disclosure policy, the ethical hacker often receives nothing more than a T-shirt. The article does not explore whether this is because the Dutch are afraid of hackers or because they like to live up to their reputation for thrift, frugality and financial prudence.


    Beg has his own website (www.olivierbeg.nl) and tweets as @smiegles. I arranged a phone interview on 22 October 2014. He had only recently turned eighteen and was currently on a work experience placement. He was still at the top of Yahoo’s Wall of Fame. When I began to explain my research, he told me that he already knew all about it. He was one of the group I had met at the NCSC One conference. ‘So you’re the guy with eight NCSC T-shirts!’ ‘I was, but now I’ve got an entire cupboard full of the things. I don’t know why they keep sending them.’


    I learn that Olivier Beg was also one of the hackers involved in ‘Lektober’, the 2011 campaign in which Webwereld disclosed a different security flaw every day for a month. I shall not reveal which report was his, as he was one of the hackers who asked to remain anonymous. He was just fourteen at the time. Two years later, he made another security report to Webwereld, this time concerning its own content management system. He had found a way to access a journalist’s account. It would have been amusing had he published an article about this bug on the site itself, but he was mature enough to resist the temptation.


    Olivier did not find school easy despite his remarkable talents, or perhaps because of his remarkable talents. At primary school he was diagnosed with dyslexia. He showed little aptitude for academic subjects and was assigned to the VMBO stream, intended to prepare pupils for technical training. He spent most of his time hacking, partly because the lessons bored him but also because the school had a very fast internet connection. If he discovered a security problem in the school’s own network, as he did with some regularity, he would report it to the staff. No one seemed in the least concerned that he spent every lesson working on his laptop. Even his parents were happy to let him do his own thing.


    Over the course of a few years, Olivier was able to report security flaws in the websites of numerous external organizations, including virtually all the major Dutch banks. Occasionally he would be sent a small gift voucher for his troubles, but was invariably instructed not to tell anyone about what he had found ‘or there would be trouble’. These organizations did not want the entire world to know that their security had ever been lax. Olivier also found many problems on the sites of large telecom providers. UPC, Ziggo and KPN were grateful and acted upon the information he provided, but none offered a reward. Internet provider XS4all, on the other hand, sent him an apple pie. His report to T-Mobile remains unanswered several years later.


    He also discovered gaping holes in various government websites, including that of the Tax Administration. It was running an old version of Adobe Flash Player which was susceptible to Cross Site Scripting. The same video application was being used by several other government sites, including the NCSC. He therefore reported his finding to the centre. That was at 22:50 on a Sunday evening. He received an acknowledgement at 23:10 and by 23:30, the problem on both the NCSC website and that of the Tax Administration had been fixed. Remarkable – we don’t generally expect such a speedy response from the government. As a reward, Beg was sent the trophy we saw on Tegenlicht. Well, it makes a change from a T-shirt.


    Beg told me that he was quite surprised that Yahoo opted not to send a gift voucher or T-shirt but cold, hard cash: almost one thousand dollars per report. And he had reported seventeen bugs so, as the Americans would say, ‘do the math’. As the newspaper Het Parool proudly reported, ‘Amsterdammer (17) heads hackers list’. In fact, by now Olivier had not only earned a place on Yahoo’s Wall of Fame but had been similarly feted by Google, Microsoft, Nokia, Apple, Adobe, AT&T, eBay and others too numerous to mention. I ask whether the cash bounties are important to him. Not really, he tells me. He hacks for the recognition in whatever form that comes. He wants to solve the puzzle and he wants to show other people that he has done so.


    At the time of our interview he has little time for ethical hacking, since he is involved in information security as part of his work experience placement. In a couple of months he can leave school. And by the time this book is published, he will probably be on the other side of the Atlantic visiting various hackers’ conferences. He will then decide what to do next. I have to wonder how we will manage to keep talented young hackers like Olivier in the Netherlands. Their work is seen as important but not important enough to be properly rewarded, it seems.


    The education system seems to have particular difficulty meeting the needs of young hackers. Only a few pursue an academic career. Roel Verdult, the OV-chipkaart cracker, overcame dyslexia and a less-than-glittering school career to earn a doctorate from Radboud University. He is an exception. Most of the hackers I have met struggle to complete secondary education. And yet in my view they are remarkably intelligent – frighteningly so in some cases. I do not pretend to know anything about education so I am not in a position to judge, but I have heard several people say that there is significant room for improvement in the way computer science is taught in schools.


    On 23 June 2014, the Ministry of Education, Culture and Science hosted a round table conference at the initiative of the Cyber Security Council, a group of experts whose remit is to ‘advise the government, on request and as deemed necessary, about relevant developments in the field of digital security.’ The council adopted education as one of its policy spearheads for 2014, forming a committee to assess the current situation and make recommendations. The committee notes, ‘given the huge and increasing penetration of IT in our work and daily lives, digital security is an exceptionally important point for attention. It is however an aspect that has hitherto been largely ignored in education, resulting in a shortage of qualified experts and a low level of awareness for digital security. This poses a potential threat to society and the national economy.’ The committee goes on to suggest that investments should be made in specialist higher education programmes to ensure the availability of appropriate cyber security expertise in the future.


    The round table meeting attracted a very mixed gathering: men, women, young, not so young, representatives of education, government departments, the private sector and a few independent consultants. But I spotted only one hacker: Melanie Rieback of Radically Open Security. The discussion was opened by Jan van den Berg, professor of cyber security at Delft University of Technology. He began by listing the problems: too few students, over-specialization and teaching staff who are out of touch with current practice. He then proposed a solution: greater cooperation with the private sector and a multidisciplinary approach which would attract young blood.


    I asked what we could do for the brilliant young hackers who fail to qualify for university yet have so much to offer. Why not introduce an intermediate diploma in cyber security, perhaps as a stepping stone to university entry? The professor was not keen, asserting that the difficult material demanded an academic approach, preferably at degree level from the outset. Melanie Rieback then made a suggestion: ‘Work with the hackerspaces. They have so much knowledge and young people really enjoy this approach.’ Blank looks all round. Someone asked, ‘Hacker spaces? Where are they?’


    Let me explain something. H4ck3rs s33 th1ngs d1ff3r3ntly. Now, you probably had to read that sentence more than once before it made sense. If not, you are probably one of the many people who, like me, have experienced difficulty reading normal text at some stage. Well done for getting this far!


    I have met many ethical hackers with remarkably similar stories: poor school grades despite obvious high intelligence, assigned to non-academic streams and destined for a career in the ‘trades’ rather than the ‘professions’. Most are extremely inquisitive but have difficulty assimilating ‘book learning’. Some enjoy pondering a specific problem for hours on end, eventually arriving at a solution. Others can spot an anomaly within some complex system at a glance. There are those who enjoy tweaking this and that until the entire system grinds to a halt. Why do they do what they do? I have asked that very question many times and was told, ‘I want to know how something works’, ‘I want to solve the puzzle’ or ‘I get a kick out of it’. That, in a nutshell, is the hacker mentality.


    All information technology assumes that the user will do more or less what the designer expects: enter text into this field, upload your video, click this thumbs-up sign to ‘Like’ a post or this heart to ‘favourite’ a tweet. Software is first tested internally for any bugs. A ‘beta version’ is then released allowing ordinary users to test it until everything works as intended. Throughout this process, errors are made which the programmers, developers and testers do not spot. The hackers do.


    Society, and the education sector in particular, are inclined to pigeonhole young people. ‘Labels’ such as dyslexia, ADHD or autism indicate what they cannot do rather than what they can. I believe this is because society does not know what to do with people who think differently. The formal term is pathologization: treating any behavioural condition as if it were a medical condition to be treated and cured. I also believe that everyone creates their own interpretation of the disordered world around them, one in which everything does indeed make perfect sense. Hackers just happen to do so differently, as do poets, artists and musicians in their own ways. That mainstream society does not immediately understand what is going on in their minds is not a bad thing. It confirms the value of that ‘own world’.


    Peter van Hofweegen sees the fact that hackers think differently as a business opportunity. Together with IT specialist Frans de Bie, he has set up the company ITvitae. Its website states, ‘We work with remarkable professionals who achieve remarkable results.’ The company’s mission is ‘to create societal impact by training people on the autism spectrum as IT professionals and helping them to find employment.’ Van Hofweegen told me that ITvitae now has a team of ten cyber security experts, all of whom are a little bit ‘different’. They possess various special skills which are of great value to clients, particularly given the shortage of suitable personnel in the IT sector. He looks after the consultancy side of the business, matching the hackers’ skills to client requirements, while De Bie is in charge of training. The hackers themselves can then focus entirely on what they are good at: testing software.


    The founders of ITvitae were inspired by personal circumstances. Peter van Hofweegen has a son with Asperger syndrome, a mild form of autism. People like this are very good at thinking in logical structures and can focus on a complex problem for a long time. They spot anything that doesn’t fall within the expected structure much more quickly than others. It has been suggested that Facebook founder Mark Zuckerberg has Asperger syndrome. Frans de Bie has two children with dyslexia, another trait often seen in people with a special affinity for IT. All three offspring have shown special talent, which the mainstream education system has been unable to exploit.


    I know the situation all too well. My daughter Lena had to repeat a year of primary education due to a supposed ‘learning deficit’, and yet she could rattle off the names of dinosaurs like a palaeontologist. Lena is dyslectic and has a very rich imagination. She used to have difficulty deciphering letters and words, especially if unconnected in meaning or context. As I understand it, people with dyslexia see text differently. They do not process words from left to right, but see a jumble of letters and spaces. The brain is continually looking for structure in order to attach some meaning to the whole. Lena had a lot less trouble with long and complex words (such as tyrannosaurus) than with shorter words (such as rex) because the structure is easier to recognize. Once she had learned a different approach to reading and writing, her grades vastly improved and she was promoted to the class for gifted pupils. She now attends the ‘technasium’ – a secondary school which specializes in technology at a very high level – and is very proud of being ‘different’. I therefore understand Van Hofweegen and De Bie’s motivation.


    When I told Peter van Hofweegen about my research, he was extremely interested. He is always looking for talented hackers and organizations able to use their services; perhaps I have some contacts for him? He recalls a presentation entitled ‘Hire the hackers!’ in which researcher Misha Glenny asserted that many, if not most, hackers have Asperger syndrome and that is why they are so good with computers. They are just not quite so good with people, which is why their lives can take a wrong turning. Some end up on the wrong side of the law. ‘These lads can have difficulty telling right from wrong. We have to make sure they don’t end up as career criminals.’ He told me that he has even considered contacting the probation service and offering to take those who have strayed from the path of the righteous under his wing. I have heard similar claims during my conversations with police and judicial authorities: young hackers are technically gifted but their moral compass remains underdeveloped. Lodewijk van Zwieten, the senior prosecutor for Cybercrime, is sometimes referred to as the ‘babysitter’ of the PPS.


    I appreciate the point being made, but I cannot agree. The ethical hackers I have met all show a remarkably well-developed sense of responsibility. Their moral compass is pointing in exactly the right direction. They could have caused great damage with little risk of being caught. But they chose not to. This is what sets them apart from the black hat hackers. The ethical hackers’ disclosures have occasionally caused disquiet, if not outright commotion, but that is more due to the journalists and politicians who like to blow things out of proportion. I have not met any hackers who strike me as seriously autistic. They just have a different view of the world and are more driven than others. They show unusual tenacity and persistence. Peter van Hofweegen believes that this is true of all members of his team, although he remains interested in autism as an area of study.


    Mischa van Geelen would later join Peter’s team. In normal circumstances he would have been required to complete his education. Dutch law takes a very dim view of school drop-outs. However, parliamentarian Astrid Oosenbrug, whom he had met at the ECP conference, arranged for him to receive special training with ITvitae. He showed great aptitude and ability and within a year was being deployed on assignments for various clients.


    If I have learned anything from young hackers such as Mischa and Oliver, it is that society will have to get used to people who think differently – not the other way around. Greater mutual understanding would be more than welcome, but even without it the helpful hackers will find their niche and make their contribution. That is certainly true of Olivier Beg. I sent him the draft of this chapter on 27 January 2015. He sent back an update. ‘You write 17 bug reports and 16,000 dollars. You can change this to 45 reports and 40,000 dollars.’ By the time you read this, I hope we can also change dollars to euros – not for the money, but for the recognition.

  


  
    24. @0xDUDE, the biggest dude of ’em all


    The man with four thousand responsible disclosures


    Following our very brief encounter at the NCSC One conference, it was many months before I had a chance to speak to @0xDUDE. We exchanged a couple of emails about his record of several thousand reports but he did not wish to go into details. All had been dealt with quietly and confidentially, behind the scenes. He did however send me a breakdown of the type of websites involved, and the nature of the security flaws he had found. The list included practically everything mentioned elsewhere in this book. I was still keen to meet him in person. I saw his name on the guest lists of various conferences and seminars I attended in late 2014 but somehow our paths never seemed to cross.


    The national campaign ‘Alert Online’ ran from 28 October to 6 November 2014 and involved virtually everyone working in the Dutch cyber security sector. On the first day, my team and I set up the Tek Tok Studio at KPN’s headquarters in The Hague. We wanted to show the world what the country’s largest telecom provider was doing in cyber security. On 4 November, we would record another edition of our talk show Tek Tok Late Night, at which the ECP was to launch a website devoted to internet security tips. In between, I tried to attend as many meetings and seminars as I could. The final ‘Grand Conference’ of Alert Online was held in Rotterdam. Attendance was by invitation only. I was not invited (I’m not bitter) but @0xDUDE was. If I waited outside, perhaps I would be able to collar him for a short interview.


    The foyer of Rotterdam’s conference centre is a symphony of white marble and red velvet. I watch the movers and shakers of the cyber security world, suited and booted, tickets in hand. Then I spot @0xDUDE, whose real name is Victor. With his colourful outfit, black beard and curly hair, he looks more like an artist than a cyber security expert. I ask whether he has anything important to do at that very moment. He shrugs and I get the impression that he would be glad of a break from the conference. We need to find somewhere quiet for the interview. I had noticed a nearby café that looked fairly ‘chilled’ so I suggest going there for lunch.


    Having arrived at the eatery I have my doubts. Two rather unsavoury types eye us suspiciously as hip-hop music booms from the speakers. With its pastel shades, plastic palm trees and faint smell of something tropical, this seems to be a ‘coffee shop’ rather than a café. (Anyone who has visited our country will be familiar with the difference.) Just to be on the safe side, I ask whether they serve food. The charming young lady behind the counter hands us a menu. It might take a while, she tells me. No problem: we’re not going anywhere. I open my laptop and read @0xDUDE’s latest tweet aloud: ‘Responsible Disclosure case #3,840 has just been archived. Retirement is imminent, or is it? When is it really done? And what will be next..?’ I ask him to explain both the message and his Twitter name.


    The ‘0’, he explains, is a reference to the cult film Hackers, which features a character by the name of Zero Cool, an 11-year-old who writes a computer virus and crashes 1,507 systems in a single day. As you do. The ‘x’ indicates that the preceding zero is to be read in hexadecimal computer language or ‘Hexspeak’. He added ‘DUDE’ because he is just an ordinary guy who prefers to work quietly in the background. Victor has a mild social phobia, he explains. I realize that talking to me in these surroundings must be difficult, but he assures me that he’ll cope.


    I explain that most of the hackers I have met view the world differently, and therefore see things that other people cannot. Many experience difficulties at school. What is his educational background? He studied economics at college, and has taken various courses in IT security and management. Even so, like so many ethical hackers, he is largely self-taught. ‘Finish the course, get the certificate, but make your own plan.’ At one time that plan was to become a computer game designer, but his parents were not keen on the idea so he opted for economics at intermediate level. He did not go on to university.


    After gaining some qualifications in project and programme management, he worked for various government organizations but not in their IT departments. Only when he felt comfortable would he reveal his technical knowledge and become involved in cyber security. ‘It was a sort of cover. If you say that you’re an ethnical hacker, people will run a mile.’ For years he kept his professional life and his ethical hacking activities strictly separate. He now works for the government department that provides IT services, ‘but I am not a pentester,’ he explains. ‘I am a Security Architect.’ He is in regular contact with senior staff in various other government departments and ministries. If he finds a problem, he can report it to them directly. These internal reports are not among the 3,840 disclosures he has made as @0xDUDE.


    Exactly what is in his famous ‘disclosure database’. He declines to talk about specific reports: that is part of the ethical code to which he rigidly adheres. He is, however, willing to say something about his approach. Apart from the reports themselves, he keeps copies of all correspondence. He started doing so in case of disputes: he wanted to have proof of the agreements made by system owners. But there have never been any disputes. He now uses the database primarily as a record of his work, how much time he has spent on a particular bug for example, so that he can make efficiency improvements in future.


    He has noticed that his earlier reports were much more comprehensive. He now tends to send a very short message to the effect that he has found a problem, accompanied by a screenshot of the directories he has been able to access. This is usually enough. He has also become somewhat more patient. In the past, he expected a vulnerability to be fixed immediately if not sooner. He has since come to appreciate the organizational impact of his reports. ‘Most system owners have a standard procedure to deal with security incidents, which can involve some pfaffing about.’


    Smaller companies tend to respond more quickly. The very large, established organizations seem to have particularly difficulty springing into action. Victor’s database also reveals which types of organization make the most security errors. Scientists and researchers make the worst system managers, he says. They like to share information with each other but are not always mindful of how sensitive that information is. It could be medical data relating to individual patients. If Victor finds a problem that the system owners seem to ignore, merely hinting that he will contact the DPA can help to focus minds. However, it is often difficult to find the right person within the organization. The official channel would be via the communications or PR department, but he prefers to contact the CIO or the CEO, who can usually be identified using LinkedIn. Once he has found the right person, they generally respond to the report as he would wish: he receives an acknowledgement which usually states how long it will take to rectify the problem.


    Victor frequently discovers security problems involving people who work from home. They transfer documents to and from their company network via a NAS (Network Attached Storage) device that uses the FTP protocol. If the NAS is open and unsecured, it becomes a sort of online USB stick that anyone can access. Victor occasionally searches for files on such devices using keywords such as ‘patient’, ‘client’, ‘dossier’, ‘important’, ‘research’, ‘test results’, ‘confidential’, ‘passport’, ‘secret’, ‘credit card’, ‘passwords’, ‘will’, ‘medical’, ‘health’ and so forth. He finds managers or CEOs who keep copies of identity papers, company registrations, tax returns and other sensitive business papers on their home network.


    If he finds an open NAS, he does not download, open or view any individual file but makes a screenshot of the folder and file structure: the ‘hierarchical tree’. He then traces the data owner using LinkedIn or the company’s own website. When he phones or emails that person, he usually receives an affable reply, even though most are horrified to learn how careless they have been. Victor conducted one of his ‘grand scans’ just a month before our meeting. He found a staggering 47,394 users who were unwittingly sharing confidential information via an open NAS. He then contacted 177 of them by email or text message. These reports are not included in his grand total of 3,840: that would be too easy!


    Apart from some non-specific tweets, no information about Vincent’s reports has ever been made public. He has recently started to give presentations about ethical hacking at conferences. He sent me his PowerPoint slides which give some idea of how he approaches his work. The title of the presentation is SCAnDAlousness: Cakewalking in Critical Infrastructures. As the name suggests, it focuses on the SCADA systems we encountered in Chapter 7. But Victor did not trace vulnerable systems using the Shodan search engine. He took his own equipment into the field. The presentation begins with the ethical hacker’s Code of Conduct. He has illustrated the usual list of dos and don’ts with Japanese symbols from the Bushido, the tenets of chivalry observed by Japanese samurai. The next slide warns, ‘Don’t try this at home – or at work!’


    A series of hacking demos follows. During the Nuclear Summit, Victor walked around the ‘secure’ zone testing the Wi-Fi network. He managed to access the systems of a sewage treatment plant using his Android smartphone while casually walking his dog alongside the perimeter fence. He used open-source intelligence in the form of Wigle: the Wireless Geographic Logging Database. His phone app sent his GPS coordinates to an online database which shows all wireless access points at the location. In his presentation, he also demonstrates how he accessed a SCADA system using a handheld directional antenna. Some unintelligible abbreviations roll across the screen. Fortunately, the accompanying images allow even a layperson to understand that security was flawed.


    When he tells me about his presentations, I ask why he doesn’t go into business for himself. He would enjoy pentesting and shaking people awake, and there is considerable demand for his expertise. I quickly realize that just standing up and talking is a huge challenge for someone with a social phobia, let alone trying to sell one’s services to potential clients. Is that why he has only now ‘come out’ as an ethical hacker after sixteen years? No – it is because he does not see it as ‘work’ but as a personal mission. Hacking is not quite an obsession but it is a calling: something he feels he has to do. Over the past five years, he has devoted nine thousand hours of his spare time to hacking, sometimes working twenty hours a day. He has now decided to cut back a little. He is almost forty and thinks it is time to leave ethical hacking to the younger generation. Hence the tweet, ‘Retirement is imminent... or is it?’


    He intends to devote some of his time to promoting responsible disclosure among young hackers. They might find bugs and holes in the websites of utility companies, power networks, transport operators and so forth – the traditional large organizations on which our society and economy rely. There are certainly many security problems still to be found. Yet these are the very organizations which continue to oppose the concept of responsible disclosure. Victor wants to teach young hackers how to deal with companies and organizations like this, and how to establish contact should they discover a vulnerability. At the same time, the hackers must avoid overwhelming organizations with trivial reports: remember the story of the boy who cried wolf. He intends to work more closely alongside other hackers, perhaps peerreviewing their findings and solutions.


    I ask Victor whether he has children. Yes: twin daughters aged 11 and a son of 16. They are learning to write and debug computer code. One of his daughters has already discovered bugs in her favourite game app, Movie Star Planet, which was forwarding chat sessions and private messages unencrypted. The app’s website was also flawed. Dad Victor proudly tweeted, ‘Teaching my kids how to Wireshark their @MSP_world password from MovieStarPlanet. They’re shocked nothing is encrypted’, accompanied by a photo of his daughter at the computer.


    And what about his future as a civil servant? The organization he works for is about to undergo a major expansion, from 120 staff to 800, and will be providing IT services to various other government departments. He hopes that he will be able to make yet more useful contacts should he ever find any security flaws.


    And indeed he already has. When I sent him the draft of this chapter on 29 January 2015, he wrote back telling me that he is now supervising pentesting and security assessment jobs, not only for his own organization but for its clients. In other words, ethical hacking continues to take up much of his time, but during office hours. And although these reports will not be included in his database, 0xDUDE’s personal score now stands at 3,993 reports.


    And so we see that every helpful hacker can find his place in the digital landscape of the Netherlands. For me, 0xDUDE is ‘the biggest dude of ’em all’, with almost four thousand reports to his name and a highly responsible job in cyber security. But I’m sure that there are many other ethical hackers who, like him, prefer to work discreetly behind the scenes. Hopefully, the hackers with a slightly higher public profile, such as Olivier Beg and Mischa van Geelen, will also become role models for the new generation of ethical hackers.


    The many other helpful hackers who feature in this book have found also their niche, some in the public sector and some in private enterprise, either working for large companies or as independent consultants. They do not need us but certainly we need them. They hack and they help. They have certainly helped me more than they will ever know. Over the course of my research, I have learned much about cyber security, but I have also enjoyed a wonderful time getting to know these very special, very talented people.

  


  
    25. Going Global


    How to coordinate vulnerability disclosures


    I added a responsible-disclosure page to my own website in mid-2015, inviting helpful hackers to contact me if they find a vulnerability. This was a logical move. Following the publication of the Dutch version of this book in March, I was invited to speak at numerous conferences where my message was always, ‘hackers can help you’. I had to be seen to practise what I preached. Several people suggested that I should publish an English translation: perhaps the rest of the world could draw some useful lessons from the Dutch way of doing things. Several countries have already engaged in a discussion about the whys and wherefores of ethical hacking. Some have even proposed definitions and guidelines, but none has made quite so much progress as the Netherlands. Given our open culture, it is appropriate to share our knowledge. The Dutch presidency of the European Union in the first half of 2016 would offer an ideal opportunity for the Ministry of Security and Justice to place the topic of responsible disclosure on the international agenda. On a personal note, I saw the international market opening up. This was an attractive prospect, since although my book had attracted much interest at all those conferences, it would be fair to say that it was not yet on the bestseller list.


    Whenever I was invited to speak at a conference, the organizers would generally order a few boxes of the book to present to the delegates. However, Dutch is not the most widely spoken language in the world so an author is unlikely to earn very much from book sales alone. We write for the satisfaction and any income comes in the form of the subsequent lecture fees. Meeting my readership at the various events has allowed me to gather some interesting feedback. Some people found the case studies too detailed or too technical, while others would have preferred greater depth. Fortunately, however, the response has been overwhelmingly positive, especially among those with a direct interest or involvement in cyber security. System owners, managers, journalists – and above all the hackers themselves – were keen to hear the other side of the story and to understand each other’s motives. Mission accomplished!


    I was also reasonably interested in what the professional critics had to say. Broadly speaking, the Netherlands has four major daily newspapers: De Volkskrant, NRC Handelsblad, Het Financiële Dagblad and De Telegraaf. I sent them all a review copy and awaited their considered opinions. None of these august journals opted to publish a critical evaluation of the work, but instead focussed on some of the case studies and reiterated the key message ‘hackers can help’. NRC Handelsblad went so far as to produce a feature article about Tobias Groenland (see Chapter 22) and concluded: ‘these young hackers do not need us as much as we need them.’


    Astrid Oosenbrug, who had supported ethical hackers in parliament for several years, did not agree. On 17 March, she was one of the guest speakers at the launch of my book in Nieuwspoort, the media centre alongside the parliament buildings in The Hague. Also present were Mischa van Geelen (@rickgeex) and a delegation from ITvitae. Astrid had personally ‘liberated’ the fifteen-year-old hacker from the stifling confines of secondary school, arranging him to complete his education under the wing of ITvitae. ‘These people do indeed need our help, otherwise their talents will go to waste,’ she asserted.


    Public prosecutor Lodewijk van Zwieten was also on stage. He stressed that, even when a hack appears to be responsible and ethical, it is sometimes necessary to instigate a full investigation to ensure that everything was done ‘by the book’. In such cases, the focus is inevitably on the hacker himself or herself. Ethical hacker @0xDUDE suggested that this level of scrutiny is likely to deter people, whereupon reports will at best be made anonymously or at worst not at all. Wilma van Dijk, head of the NCSC, was pleased that my research concludes that responsible disclosure really does work. Nuances of opinion aside, all were able to agree with the conclusion that we should no longer refer to ‘ethical’ hackers, since it is often difficult to determine whether a hacker’s motives were indeed ethical from the outset. They now prefer the term helpful hackers. Whatever their motives, the key question is whether they helped to improve security. That at least is a question that can always be answered with certainty.


    I also gave a brief presentation. The event was chaired by Frans Brom, my former boss at the Rathenau Institute, who asked me not to devote too much time to the various case studies but to ‘cut to the chase’: what conclusions can be drawn from the book? I believe that there are five main lessons to be learned.


    First, if you offer any form of online or digital service, establish a clear responsible disclosure policy together with a point of contact. Sooner or later, someone is going to find a vulnerability in your website, app, payment card or access pass, so make sure that you can respond promptly and effectively. Set out the ‘rules of engagement’. Designate someone within the organization to be responsible for receiving reports and forwarding them to the appropriate department. It is not necessary to offer any huge financial rewards or ‘bug bounties’. A small token of appreciation in the form of a T-shirt, trophy or gift voucher is often enough. A ‘Wall of Fame’ seems to work best. The vast majority of helpful hackers seek nothing more than recognition.


    Second, establish chain responsibility. In the world of information technology there is rarely a ‘single point of failure’ but rather a succession of smaller vulnerabilities that combine to produce a serious risk. Many of the players we have considered in this book see this as an opportunity to pass the buck: ‘It’s not my problem, it’s the manufacturer’s problem, the vendor’s problem, the installer’s problem, the central organization’s problem…’ In fact, they don’t really care whose problem it is as long as they don’t have to do anything themselves. Even people working within one and the same organization tend to shift responsibility elsewhere. The communications department receives a report and forwards it to IT, which blames a lack of resources, incompetent users or any number of other ‘circumstances beyond our control.’ We must turn this argument on its head. It is precisely because everyone is responsible for just one small part of information security that we are all equally responsible for the whole. Make this clear, discuss the implications and ensure that everyone is acting on their responsibilities.


    Third, apply and enforce legislation that governs the reporting of data breaches. European law has given the various national data protection authorities ‘teeth’. They can take firm action against organizations that fail to protect the personal data entrusted to them. With the possibility of fines of up to 810,000 euros (or ten per cent of the organization’s annual revenue) information security risks are now apparent even to managers who know and care little about IT but think only in terms of cold, hard cash. Cyber security has become part of the risk management strategy. Moreover, statutory reporting requirements work in helpful hackers’ favour. If an organization fails to take a report seriously or drags its heels in taking action, a hacker can contact the relevant data protection authority, or at least threaten to do so.


    Fourth, develop educational opportunities which allow helpful hackers to develop their special talents. Hacking is not just breaking into someone else’s computer systems but is primarily about using that system for a purpose other than that for which it is intended. By definition, hackers view that system in an entirely different way than its designers or intended users do. Although some hackers do manage to carve out an academic career, the case studies reveal that there are also many who do not. They cannot thrive in an education system that is designed for the ‘average’ person. They are exceptional, and yet there is as yet no exceptional form of education that builds upon their talents (other than a few private initiatives such as ITvitae). This is a regrettable omission, not only for the helpful hackers but for society at large.


    Finally, resolve the legislative ambiguities. My first four conclusions are fairly general in nature and are likely to apply equally to every country. This one may require a more ‘customized’ approach. In the Netherlands, accessing a computer system without permission remains a criminal offence. However, the Dutch legal system is based on both statute and precedent (case law). There have been three specific cases in which the courts have accepted that the European Convention on Human Rights provides a successful defence if the hacker’s actions can be shown to serve a higher societal purpose: the OV-chipkaart, Diagnostiek voor U and Groene Hart hospital hacks. Based on the courts’ rulings, the Public Prosecution Service has adopted two assessment criteria: subsidiarity and proportionality. Could the same objective have been achieved using a less intrusive method? Did the hacker refrain from going further than was absolutely necessary to establish that a security flaw exists? Provided both questions can be answered with a ‘no’, we can conclude that the hacker’s actions were appropriate and helpful, whereupon prosecution is unnecessary.


    I shall be very interested to see how other countries approach this issue, not least because attitudes to responsible disclosure remain varied. In the case of the Habbo hack, for example, the decision to bring a prosecution was largely made under pressure from the Finnish parent company. The Dutch PPS was reticent to take action, certainly at first. The focus of the Veere pumps case was the use of online SCADA systems, but that use is certainly not confined to the Netherlands. Here, the NCSC agreed to work with @ntisec on his own terms: anonymously, via Twitter and Pastebin. By contrast, the American FBI immediately issued a warning calling for his arrest, and even tried to coerce him into making further disclosures via a hijacked Anonymous account: the tactics of an agent provocateur. The Dutch online auction site Marktplaats was the first to adopt a responsible disclosure policy, thus providing a role model for the rest of the international eBay organization (and many others).


    Perhaps the most contentious case is that of the Dismantling Megamos research paper. It involved the same research team who had cracked a very similar technology – the Mifare Classic used in the original Dutch OV-chipkaart – but there was one very significant difference: the application to prevent publication of the Megamos paper was made to an English court. In 2008, a Dutch court rejected a similar application made by NXP Semiconductors. In 2013, the High Court of England and Wales granted a restraining order stating, ‘there is no such thing as responsible disclosure.’ This was not only a huge disappointment for the Radboud researchers but for all helpful hackers in the United Kingdom.


    In addition to the differences in legislation and jurisprudence, I also see differences in culture. The Dutch like to conduct open negotiations with all stakeholders with a view to finding a solution that is acceptable to all: the famous ‘polder model’. Of course, the solution is always a compromise. It can never be the best possible solution for any one party, but will be the best for the group as a whole. I believe that this approach is particularly appropriate in the world of cyber security, in which there is no central authority ‘in charge’ of everything, but an intricate network of links. An incident affecting any one of those links will affect the entire network. It must not be hidden or covered up but laid bare as a lesson to others.


    I was therefore very pleased to be invited to tell my story at the next NCSC One conference in 2015. On 14 April I found myself among over a thousand visitors, many from other countries. During the opening, the mood was set by Jaya Baloo, the CISO of telecoms provider KPN who had rewarded the modem hackers with a T-shirt. Baloo gave an extensive presentation about ‘crypto wars’, suggesting that governments sometimes deliberately perpetuate vulnerabilities. She showed footage of an FBI representative asking Congress to pass a law requiring a ‘backdoor’ to be included in the encryption of the iPhone 6, in case the organization needs to trace missing children. Baloo asserts that there are other means of achieving the same end, and that weakening crypto would be counterproductive in that you end up making everything far less secure. The international guests to the left and right of me shuffled uneasily in their seats. ‘What a brave woman. I wouldn’t dare say something like that at home.’ ‘Welcome to Holland!’ I said.


    My contribution to the programme was the ‘Responsible Disclosure Arena’, a debate in which I tried to show our international guests the interrelationship between the apparent ‘enemies’ in cyber security: the hackers, the system owners and the government. I divided the room into sections. The helpful hackers presented a clear message: sooner or later you’re going to be hacked. You should be grateful that it’s us doing it but you have to take us seriously. The system owners took a defensive stance: we are always open to reports but we can’t promise to spring into action at a moment’s notice. The government acted as intermediary, setting a good example by introducing its own guideline for responsible disclosure. The audience were invited to decide who had won the debate. Unsurprisingly it was the hackers, each of whom received a Raspberry Pi.


    Throughout the debate, there was one person who moved between the hackers’ group and the system owners with some regularity. This was Katie Moussouris, who had been responsible for dealing with countless reports during her time at Microsoft. She had recently joined a new organization, HackerOne. This is a sort of marketplace for responsible disclosure, set up by four cyber security expert: three Dutch and one American. It brings together hackers who are willing to help organizations improve their security and the organizations that are willing to accept such help. If the organization offers a bug bounty, HackerOne adds a 20% commission to cover the costs of running the site. If the organization offers only token rewards in the form of T-shirts or other goodies, it can take part free of charge. Hackers who submit useful reports earn points and those with the most points have their names added to the Wall of Fame. Points are deducted for poor reports or non-compliance with the rules. This ranking system based on reputation ensures that the community is ‘self-cleaning’. By the end of 2015, more than two thousand hackers and 115 system owners had joined HackerOne. Over fifteen thousand reports had been received, and a total of five million euros in bounties had been paid. It is possible!


    NCSC One was followed by the Global Conference on Cyberspace, at which Jaya Baloo led the debate about responsible disclosure. Both the panel and the audience included several of the people who feature in this book, as well as some international newcomers. Hackers can indeed help: everyone could agree on that. But once again, the terms ‘ethical’ and ‘responsible’ caused some confusion. Katie Moussouris proposed a new term: ‘coordinated vulnerability disclosure’. Everyone could see the logic of her argument, since the process is one of bringing vulnerabilities to attention in a controlled and effective manner so that prompt remedial action can be taken.


    If the system is to be successful, hackers must be given greater assurance that they will not face any unpleasant consequences. The American hacker Jeff Moss told us how he often faces fierce opposition from large companies that will not admit to having any security flaws in the first place. On one occasion he contacted CISCO to report a vulnerability. A lawsuit followed and the judge ordered him to destroy all information, something that by this stage was practically impossible. He was dismayed that the system owner was not held liable for vulnerabilities that can harm or at least inconvenience the public. ‘There are actually just two industries that don’t have liability: religion and software.’ Other speakers agreed, but pointed out that innovation is often regarded as more important than security, particularly among start-ups. Moreover, each product is often part of a much longer chain, and it is therefore impossible to know in advance where things can go wrong, let alone who can be held responsible or liable.


    Anett Mádi-Nátor, then Senior Cyber Security Expert at the Hungarian Ministry of Defence, informed us that her government invites hackers to test all its systems. Any bugs they find are reported directly to the vendors who are asked to fix them. If the vendors fail to do so, they are named and shamed. The ‘official’ hackers are also invited to suggest workarounds to mitigate any security problems until the vendors’ patches become available. The panel members seemed impressed by this approach and suggested that other CERTs should follow suit, sharing information about common vulnerabilities. Vendors are more likely to listen to CERTs than to the hackers. But governments should not introduce their own bug bounty programmes. Resolving vulnerabilities is the responsibility of the vendors.


    At the end of the session, Jaya gave each panel member a T-shirt with the slogan ‘I redefined responsible disclosure and all I got was this lousy T-shirt.’ The discussion points will no doubt be raised on numerous occasions in The Hague and elsewhere, and not only during the Netherlands’ presidency of the EU. This conference was the kickoff session of the Global Forum on Cyber Expertise, a platform that will promote the exchange of knowledge about all aspects of cyber security. It already has around fifty members, including national governments and several multinational companies. Responsible disclosure is one of the forum’s spearheads.


    I realized that it was time for me to stand up and be counted. So, in mid-2015, I added a responsible disclosure page to my company’s website. It invites helpful hackers to test the site for vulnerabilities and allows them to contact me directly should they find any. There are of course conditions: don’t alter the system itself, don’t share data with anyone else, and don’t disclose your findings until the flaw has been fixed. We are not offering any bug bounties, but your name will appear on our Wall of Fame. At this stage, I posted the invitation in English since responsible disclosure is an international undertaking.


    And it worked. A few days later I was contacted by someone in Greece. Before long I received further reports from the USA, Pakistan, India, and Ukraine, together with some messages of unknown origins. These emails generally began with a brief ‘Hello’ or ‘Hi’, followed by a proof of concept and the request to get in touch as soon as possible. Having Googled the abbreviations used by the hackers and after exchanging several emails with my provider, I concluded that some of these reports were indeed useful. However, the majority were largely theoretical. One report claimed that it would be possible to access and manipulate the payment application on my site, albeit with some difficulty. The gaping hole in this plan is that my site doesn’t have a payment application. Apparently, it would also be possible to move from page to page by changing the numbers in the URL. So what? I have thoughtfully included navigation buttons for this very purpose.


    If I tell a hacker that I cannot see a problem, I often receive a follow-up email in stronger terms, with liberal use of capital letters and a surfeit of exclamation marks: ‘FIX IT NOW!!!!!!!!!!’ My standard acknowledgement mail usually prompts a reply along the lines of ‘You got bug bounty please, sir?’ No, I don’t – as is clearly stated on the site which you haven’t bothered to read. ‘OK, you have swag?’ This refers to the T-shirts, stickers and other goodies that some organizations hand out as a token of gratitude. No, sorry, I don’t have swag either, but I’ll gladly put your name on the Wall of Fame. This is all the recognition that most helpful hackers seek. Case closed.


    Some reports were of interest to my provider, who tweaked some settings here and there. The remainder concerned the website itself. It was built using Joomla, which – like many other content management systems – has a tendency to leave holes. After all, systems like this are designed to be used in a convenient and user-friendly fashion by multiple content managers. If anyone types strange characters into the address bar or an entry field on the log-in screen, the entire website is likely to crash. You can carry on patching things until you’re blue in the face, but by definition updates always follow the discovery of flaws. Having received the umpteenth report, I decided to abandon Joomla and rewrite everything from scratch in HTML. Simple, raw code with a little bit of layout, no log-in screen: virtually unhackable.


    It seems that many hackers like to ‘fuzz’. In other words, they throw everything they can at the site just to see what happens. They will almost always find something that is not quite right. Many hackers took this approach – far too many in fact. I received an email from my provider informing me that my site had received so many hits that the server had crashed. Understandably, he was not pleased. I took the responsible disclosure page down and emailed those who had recently submitted a report asking them to stop this nonsense. Only one replied, with yet another bug report. Apparently, it was possible to enter a password of 100,000 characters. Well, thanks for the information but please don’t. This is probably what crashed the server!


    These foreign ‘script kiddies’ use responsible disclosure as a way of gaining attention and filling their CVs. Using automated scans, they scour the internet for key terms such as ‘responsible disclosure’ or ‘bug bounty’, then fire off an automated email without bothering to check what sort of site it is. This method can result in relevant reports, as criminal hackers work in much the same way, but it also throws up numerous ‘false positives’: pointless reports that just waste the site owner’s time. When I replaced my responsible-disclosure page with one entirely in Dutch, the reports virtually dried up. I was nevertheless disturbed to see a heavy volume of traffic to the address www.tektok.nl/admin from Russia and Ukraine. If you visit the site, you will notice that I have implemented a very simple solution.


    It is good to see the world of cyber security from the other side. Hackers can help you, so make sure that they can contact you if they find anything. They are offering free advice and are entitled to due acknowledgement. Do, however, implement some sort of selection procedure to weed out the time-wasters, and above all ensure that you have adequate capacity to respond promptly to genuine reports. If you are in a country which has not yet made any arrangements to protect helpful hackers, do not be surprised if your contacts wish to remain anonymous. You must nevertheless take them seriously or they are likely to proceed to full disclosure without further ado.


    If you are in a country that has made adequate arrangements, perhaps even surpassing those in the Netherlands, I would like to hear more. I hope that readers have been able to draw some lessons from my account of how the Dutch do things. It is now time for us to learn from you. Digital vulnerabilities will always exist; security flaws are inevitable. By communicating openly about them, we can make the internet that little bit safer.

  


  
    26. Behind the scenes


    Researching cyber security in the Netherlands


    My working title for this book was along the lines of The policy and practice of responsible disclosure in the Netherlands. Feedback from friends and family persuaded me to opt for something a little catchier. I settled on Helpful Hackers, which is not only nicely alliterative but combines the positive word ‘helpful’ with a concept that still has negative connotations for many: hacking. My aim is to show that there is no dichotomy: hacking can be a very positive activity when done responsibly.


    My next step was to check that no one else had used the title. I was slightly disappointed to find that someone had, or at least the Dutch version. In September 2011, the blog www.hackerspaces.nl published a piece by Karin Spaink under the headline, Helpende Hackers. This was soon after the DigiNotar hack and Karin called on the government to use of hackers’ skills to prevent a recurrence. We opted for a similar title, but we also had a similar aim. I decided to ask Karin whether she would mind if I ‘stole’ her idea.


    I ran into Karin Spaink on 16 December 2014, at the presentation of the Big Brother Awards. She had no objections: the title was mine. We talked a little about her experiences of responsible disclosure and I realized that I had overlooked a very interesting story. In 2005, the Dutch government had begun to introduce a system of digital medical records for all patients, with a supposedly secure network infrastructure. Karin set a group of hackers loose on that infrastructure and proceeded to write an entire book about their findings. She, like Brenno de Winter, is a hands-on journalist who adopts unconventional methods to create a more secure information society. I was tempted to include this episode in my book, which would give me the chance to write more about hackerspaces as well as incorporate a chapter with a female ‘lead’. However, this would have meant a last-minute rewrite. There just wasn’t time.


    You may have noticed that none of the cases I present involve a female hacker. That is a regrettable omission: everyone uses information technology and yet it is the male half of the population who decides how information technology should work. You no doubt realize that the ‘Dutch Association of Hacking Housewives’ counts precious few actual housewives among its members. But surely it can’t be that difficult to find at least one female hacker who has uncovered a serious security vulnerability?


    One of the very few hackers identified by name during the Lektober campaign was one Shirley de Jong, who had been able to hack the site of Amstelland hospital using SQL injection. I did a quick internet search and discovered that Shirley is a web developer who has her own website. I visited the site and discovered that Shirley is transsexual. She writes about her transition, which she completed in 2003. She qualifies as a female hacker but after a few emails back and forth I realized that her hack was not particularly exciting. A case of ‘bug found, bug reported, bug fixed’ – end of story.


    I asked around on Twitter, LinkedIn and at meetings. I received only one tip, about a lady who had reported a Cross Site Scripting vulnerability on the website of a political party. Which party, you ask? Henk Krol’s 50Plus party! However, I was told that the person concerned did not wish to comment and I never even found out her name. Perhaps it is only men who seek acknowledgement. I decided that I had enough good stories for my book. Besides, any shortage of women in the role of hacker was more than offset by the supporting cast of female lawyers, politicians, managers and the redoubtable Judge Frenkel.


    It was Brenno de Winter’s involvement that took my research to the next level. We had met very briefly in 2010, when I was researching the OV-chipkaart hack. In 2012, I launched my talk show, Tek Tok Late Night, and I asked him to do a responsible disclosure item each edition, which we dubbed ‘Crack of the Month’. He was happy to oblige – entirely free of charge – on condition that he had full editorial control. Deal!


    His first contribution, on 2 October 2012, was an immediate hit. He gave a live demonstration of a Wi-Fi hotspot that could intercept mobile phones in the room. He gave it the name ‘KPN’, which was enough to persuade most phones to log in. He could even see what users were doing: one was on WhatsApp, another was checking the weather channel, while someone else had just opened Spotify, the music streaming service. It was a powerful demonstration. In subsequent editions Brenno covered the Henk Krol and Groene Hart hacks.


    The edition of 5 March 2013 marked the end of Brenno’s association with the programme. Each edition of Tek Tok Late Night has a different co-sponsor who decided that evening’s theme. Pim Takkenberg, team leader of the national High Tech Crime Unit, had been a guest on a previous edition and now the team wanted to sponsor a show to launch ‘Operation High Tech Crime’, a recruitment drive for ‘digital detectives’. A marvellous idea, we all thought, and set about making a good show. Before the recording, however, we were told that Brenno de Winter must not take part.


    Why? According to Pim, this was ‘their party’ and they did not want any fuss. Brenno had been too outspoken in his criticism of the government: as simple as that. I tried to explain that Brenno was an integral part of the team and the show and I could not just drop him. After some discussion, the truth came out. Brenno was directly involved in a case currently under investigation. Police officers could not be seen associating with him in public. Fair enough, I thought. But I wasn’t going to tell Brenno: Pim Takkenberg would have to do that himself – and he did. I thought that was the end of the matter, but I underestimated Brenno. When he heard that he had been sidelined, he wrote an article for the current affairs magazine HP De Tijd to the effect that the government had censored a ‘critical journalist’. He also published a transcript of his phone conversation with Takkenberg on the GeenStijl website.


    The negative publicity helped no one. Brenno sent me a long email in which he said that, while he held no animosity towards me personally, he felt unable to continue his association with my programme. As a journalist, he must maintain his neutrality. Operation High Tech Crime was a great success, involving no fewer than 623 visitors. Brenno was told that he was welcome to attend as a press journalist, but could not take an active part in the programme. So he didn’t bother.


    Only later did I realize that the case that Pim was referring to was the Groene Hart hack. Of course he couldn’t say anything about it while the investigation was still going on. Brenno was asked to give evidence but declined on the grounds that a journalist must protect his sources. I had noticed some tensions when public prosecutor Lodewijk van Zwieten and Pim Takkenberg were guests on the show in early December 2012. I knew that a hacker had been arrested a week before, but I did not yet know the implications for the three men sharing the stage. All was now clear.


    I wasn’t sure whether I should mention this episode in the chapters dealing with this case. It had little impact on the case itself but it did affect my research, which is why I mention it now. Fortunately, we have put it all behind us, and Brenno, Pim and Lodewijk have all been generous with their time, information and advice.


    Everyone I have spoken to has been extremely open and cooperative: the hackers, the system owners, the authorities. One would have thought that the world of cyber security is a very secret world, and indeed it is in some ways. But it is also a world in which people like to share knowledge, to keep up to date, to demonstrate what they know and hence strengthen their position. It is a ‘web of trust’: if someone whom I trust says that you can be trusted, I am inclined to trust you. It’s a kind of social certification system.


    That is why a number of stories that reached my ears have not reached these pages. Some information is exchanged in confidence. There are agreements, both implicit and explicit, about what one can pass on. I was given some tips on the understanding of complete confidentiality, but sometimes those tips would lead me to other sources who would speak more openly.


    There is one story which I have chosen to omit from the book altogether. It was brought to my attention by the Chief Information Security Officer of an organization that had been faced with a particularly serious hack. I listened to his story for over two hours, frantically typing notes all the while. When I sent him the draft a couple of days later, he emailed back urging me not to tell anyone about our conversation. I learned that he had been fired for discussing the case without permission. I hope that he has now gone on to bigger and better things. Fortunately, there is much demand for good cyber security experts. One of the organization’s senior managers described this man as a white raven, adding that they are going to miss him.


    Whenever I conduct an interview, I will write the relevant article or chapter, which I then send to the person concerned to check the facts. The draft can be sent back and forth as many times as it takes for everyone to be satisfied. This procedure can get very complex when several people are involved, especially when their recollections do not correspond. There have been a few instances of outright disagreement about the facts but even these situations tend to bring people together and create mutual understanding over time.


    And that is one of the prime objectives of this book: to create mutual understanding. Cyber security involves many different players in many different roles. I want them to appreciate each other’s perspectives, to stand in each other’s shoes. Even if they never read this book, I think we have already made significant progress. That would not have been possible without everyone’s goodwill and commitment. I thank them all.

  


  
    I. Thanx!


    Traditionally, an author’s acknowledgements will begin with fulsome praise for the publisher who has shown such unswerving support during the difficult creative process. Not this time, though, because I am both author and publisher. Helpful Hackers is the first in a series of publications by my company, Tek Tok, intended to herald an alternative approach to media production. I hope that there will be many more works in the series, perhaps involving other authors or coauthors.


    Writing a book is indeed a difficult creative process, especially if you invite feedback from everyone whose name is mentioned in the interests of fairness and accuracy. Nevertheless, I have enjoyed every moment, largely due to the input of those people. I thank you all: your willingness to share your knowledge and expertise so readily has made this project a life-enhancing experience.


    There are several individuals whom I must single out for special thanks, not only because they told me all about the specific cases in which they were involved but because they helped me to understand the world of cyber security. First, the hackers – excuse me, ‘computer security experts’: Bart Jacobs, Floor Terra, Rickey Gevers, Oscar Koeroo, Victor Gevers, Mischa van Geelen and Jeroen van der Ham. Without you, the internet would be a little less secure and this book would be much less interesting.


    Next, my thanks are to Brenno de Winter, who read all my initial drafts and provided some very helpful comments. He was the ideal person to do so, since his name appears in these pages more often than anyone else’s. Lodewijk van Zwieten of the PPS was kind enough to review the chapters dealing with legal matters and judicial proceedings. Pim Takkenberg gave me invaluable advice on how to track down the right people and information. All three remained on hand throughout my research, for which I am particularly grateful.


    I had the initial idea for this research while still with the Rathenau Institute, the Dutch office of technology assessment. We were planning to produce a ‘Handbook on Hacking Ethics’ but events overtook us. Nevertheless, many Rathenau colleagues were involved. I am particularly pleased that I was able to run through the first few case studies with my former research partners Jelte Timmer and Rinie van Est, while the head of department and professor of ethics Frans Brom also made a significant contribution. He later reviewed an initial draft of the book, provided great encouragement and hosted the press release of the Dutch version of this book. Rathenau editor Pascal Messers made vast improvements to the early drafts and has once again wielded her blue pencil to tidy up the final version.


    However, this is not a Rathenau Institute book. If anything, it is a Platform for Information Security book. Every six weeks I would submit a case study in the form of a column, which Lex Borger would then edit for publication in the journal. This created a solid rhythm as well as an opportunity to test my findings on a specialist readership. I would like to thank Lex for his patience and constructive criticism. When the first version of this book was published (in Dutch) I received much positive feedback from readers, who were also able to point out a few typos and other small errors. I have made the necessary corrections in the second edition.


    Throughout my research I have been fortunate to have had the support the NCSC, especially Barend Sluijter. I visited his office on several occasions and we exchanged many emails. The NCSC, founded during the course of my research, has quickly established itself as the focal point of the landscape in which my story is set. I was therefore particularly interested in its response to this book, which I am happy to report has been positive. The centre welcomes the fact that an entirely independent treatment of such sensitive material supports the official policy on responsible disclosure.


    Barend and his colleagues urged me to produce an English version of this book. At first I saw little point, since it is all about the situation here in the Netherlands. However, when it was announced that the NCSC was to place responsible disclosure firmly on the European agenda when the Netherlands’ assumed presidency of the European Union in 2016, I realized that this book could help to promote the international debate. Although I have written other books in English, I couldn’t find time to translate this one, so I asked the Taalcentrum-VU of Amsterdam to do it for me. I have to admit that the result has enriched my story in a way I couldn’t imagine, let alone do myself.


    Traditionally, the acknowledgements conclude with thanks to wife and family for having put up with the author’s mood swings and tantrums during the difficult creative process. Once again, we can skip this because I have been sweetness and light throughout. I think my daughter was actually glad to have me at home more often, and she even found time to write her own book, about dragons. Her ability to ‘think differently’ has been an important source of inspiration to me. It has not only encouraged me to return to writing, but has also helped me to better understand the hackers. So, thank you too, my dear Lena. You may not be a hacker, but your special view of the world certainly helps many others.

  


  
    II. Responsible disclosure: suggested web text


    At Acme Corporation, we consider the security of our systems a top priority. But no matter how much effort we put into system security, there can still be vulnerabilities present. If you discover a vulnerability, we would like to know about it so we can take steps to address it as quickly as possible. We would like to ask you to help us better protect our clients and our systems.


    Please do the following:


    •Email your findings to cert@example.com. Encrypt your findings using our PGP key to prevent this critical information from falling into the wrong hands.


    •Do not take advantage of the vulnerability or problem you have discovered, for example by downloading more data than necessary to demonstrate the vulnerability or deleting or modifying other people’s data.


    •Do not reveal the problem to others until it has been resolved.


    •Do not use attacks on physical security, social engineering, distributed denial of service, spam or applications of third parties.


    •Do provide sufficient information to reproduce the problem, so we will be able to resolve it as quickly as possible. Usually, the IP address or the URL of the affected system and a description of the vulnerability will be sufficient, but complex vulnerabilities may require further explanation.


    What we promise:


    •We will respond to your report within three business days with our evaluation of the report and an expected resolution date.


    •If you have followed the instructions above, we will not take any legal action against you in regard to the report.


    •We will handle your report with strict confidentiality, and will not pass on your personal details to third parties without your permission.


    •We will keep you informed of the progress towards resolving the problem.


    •In the public information concerning the problem reported, we will state your name as the discoverer of the problem (unless you desire otherwise).


    •As a token of our gratitude for your assistance, we offer a reward for every report of a security problem not yet known to us. The amount of the reward will be determined based on the severity of the leak and the quality of the report. The minimum reward will be a fifty-euro gift certificate.


    We strive to resolve all problems as quickly as possible, and we would like to play an active role in the ultimate publication on the problem after it is resolved.


    Source: Floor Terra, www.responsibledisclosure.nl (Reproduction permitted under Creative Commons licence.)

  


  
    III. RTFM: the glossary


    ACM: Authority for Consumers and Markets (Dutch competition regulator).


    Admin: The default username for an administrator’s account. Too few people remember (or bother) to change it to something less glaringly obvious.


    AIVD: General Intelligence and Security Service.


    ASCII art: A graphic design technique that uses the printable letters, numbers and symbols of the American Standard Code for Information Interchange (ASCII) to form pictures. More loosely, any form of textbased visual art.


    Black hat hacker: A hacker with criminal or immoral intent.


    Brute forcing: Trying various passwords until you find one that works.


    Buffer overflow (or overrun): An anomaly that occurs when data being written to a temporary storage area (the buffer) exceeds its boundaries and is stored and/or executed in adjacent memory areas. This may cause the server to crash but – if done in a controlled manner – can also enable a hacker to gain control of the server functions.


    Bug bounty: A reward paid by organizations to anyone discovering a vulnerability (‘bug’) in their systems or software and reporting it to them in a responsible manner.


    Chatham House rules: A convention whereby one may repeat anything one hears but may not divulge from whom one heard it.


    CIO: Chief Information Officer.


    CISO: Chief Information Security Officer.


    CMS: Content Management System, an online system that requires the user to log in. Based on his or her identity and rights, the user may then edit or update certain sections of a website.


    Cookie: A small piece of data placed on a user’s computer by a website to track and record certain types of activity across multiple visits.


    Counsel: A lawyer who advises and speaks on behalf of clients in court.


    Cross Site Scripting (XSS): A hacking technique that involves entering program code into fields that are not intended for the purpose, such as the address bar of a website or in the cookies sent from a browser to a website. It then becomes possible to hijack another user’s session and to present yourself to the site as that user, or vice versa. This type of vulnerability is well known and there are means by which malicious code can be intercepted and rejected. By no means all web developers use these means, though, and XXS remains the most common vulnerability in websites.


    Crypto-1: The algorithm used to encrypt the Mifare Classic chip, as used in early versions of the OV-chipkaart.


    CSV: Comma Separated Value: one of more lists of plaintext strings separated by a standard non-alphabetic symbol, usually a comma or tab space.


    CVE: Common Vulnerability and Exposure. The CVE database lists known vulnerabilities that are archived by year under a unique identification number, e.g. CVE 2011:1866.


    Digital certificate (public key certificate or identity certificate): A string of code issued by a third party to confirm authorized ownership of a public key. When a user opens a site, the browser checks the certificate against the issuing authority’s database. If genuine, a padlock symbol appears to indicate a secure connection.


    DPA: The (Dutch) Data Protection Authority, the regulatory body that oversees compliance with data protection legislation.


    DDoS: Distributed Denial of Service attack, an explicit attempt to disable a network service by flooding it with multiple access requests.


    DigiNotar: A Dutch certificate authority owned by VASCO Data Security International. Following a major security breach in September 2011, the Dutch government assumed operational management of the DigiNotar systems and the company was declared bankrupt later that month. This company issued security certificates to websites throughout the world.


    Dual or multi-factor authentication: A log-in procedure that requires two or more steps, e.g. entry of username and password together with a token, card or SMS verification code.


    ECP: Platform for the Information Society, a forum involving representatives of the public as well as of the private and non-profit sectors.


    End-of-life (EOL): A term indicating that a product (including a software product) is nearing the end of its useful working life, often having been superseded. The vendor intends to discontinue marketing the product, will not issue further updates, and may withdraw user support. One familiar example is (or rather, was) Windows XP.


    FTP: File Transfer Protocol, a standard network protocol used to transfer computer files from one host to another over a TCP-based network, such as the internet.


    Govcert: The Dutch Governmental Emergency Response Team, now part of the NCSC.


    Hash function: An algorithmic process that converts plain text or numbers into a short, unique code. It can be used to check the validity of a password without storing the password itself on the system, or to authenticate a text or email message.


    IBD: Information Security Service for Local Government, established on 1 January 2013 by VNG and KING.


    Keylogger: Software that monitors, records and/or transmits everything a user types on his or her keyboard. It can be used to discover confidential information such as usernames, passwords and account numbers.


    KING: Quality Institute for Netherlands Municipalities.


    LAN: Local Area Network, comprising two or more interconnected computers.


    Man-in-the-middle attack: A hack in which the perpetrator intercepts the communication between two parties who believe they are dealing solely with each other.


    Megamos: An encryption algorithm for RFID communication.


    Mifare Classic: an RFID chip manufactured and marketed by NXP Semiconductors, widely used in access control and contactless payment systems.


    NAS: Network Attached Storage: a storage device that forms an integrated part of a network and uses the FTP protocol for data transfer.


    NCSC: National Cyber Security Centre.


    NEN 7510: National standard for data security.


    Nikhef: National Institute for Subatomic Physics.


    Officer of Justice: A local representative of the Public Prosecution Department, responsible for overseeing the investigation and prosecution of criminal offences. Broadly comparable to a District Attorney in the USA.


    Parliamentary motion: A statement made by one or more members of parliament contending that a topic is of such importance that it warrants immediate government attention.


    Pastebin: A website on which anyone can post anonymous information. Pastebins are particularly popular among hackers and are the first port of call for anyone looking for hacked passwords or usernames.


    Pentest/penetration test: An attempt to access a system for the legitimate purpose of testing its security arrangements.


    PGP: Pretty Good Privacy, an encryption protocol that uses a public key (known to everyone) and a private key (known only to the authorized recipient of a message or file) thus ensuring that communication cannot be intercepted by third parties.


    Port scan: The process of remotely analysing all the ports on a server. Internet traffic to and from servers is directed via various ports, each of which has its own unique identification number, often linked to a particular purpose. Email traffic is kept separate from general internet data, file transfer protocol data, and so forth. A hacker will often begin an attack by running a port scan to find any ‘open doors’. Once inside, he can then explore the entire system.


    Rainbow table: A list of the hash values that result from the encryption of passwords. It can be used to assess how secure a particular password is, but can also be used to crack existing passwords.


    Rathenau Institute: An independent research and technology assessment centre that also works to promote public and political debate about science and technology.


    RFID: Radio Frequency Identification. RFID chips communicate using radio waves. They are widely used in access control systems and contactless payment cards.


    RTFM: ‘Read The Fucking Manual’, the hacker’s standard reply when asked an apparently simple question about computer hardware or software.


    SCADA: Supervisory Control and Data Acquisition, an online system that processes monitoring data from machines and in some cases can also be used to control machines and apparatus such as pumps, traffic lights, street lighting and generators.


    Shodan: An online search engine that allows the user to find specific types of device (routers, servers, etc.) connected to the internet at any given moment.


    Social engineering: A hacking tactic that involves winning the trust of people within an organization with a view to eliciting confidential information. For example, someone might pose as a colleague and ask for the password to a computer system.


    SQL injection: A hack in which Structured Query Language code is inserted into a text field or the address bar of a website to allow direct communication with the underlying database.


    SSL: Secure Socket Layer, an encryption protocol that uses certificates to establish the identity of a server (e.g. a website) and client (your browser).


    Stuxnet: A self-replicating computer program (worm) known to have been used to disable nuclear energy plants in Iran.


    Tango Programmer: Device and software produced by the Bulgarian company Scorpio, used to program (and re-program) RFID chips.


    THTC: High-Tech Crime Unit of the Dutch national police.


    TIFF: Tagged Image File Format.


    Trans Link Systems: The consortium of Dutch transport operators responsible for the development, implementation and administration of the OV-chipkaart system.


    TrueCrypt: Software that allows users to store encrypted files in a separate section of a hard disk (a ‘container’). The files are then hidden, and one or more passwords must be entered to reveal or retrieve them.


    TYPO3: An open source Content Management System.


    VNG: Association of Netherlands Municipalities.


    VPN: Virtual Private Network, an internet connection through a third party (proxy), used to conceal the location and identity of the user.


    VPS: Virtual Private Server (also known as a Virtual Machine): an emulation of a computer system running on disk space (usually a partition) administered by a third-party service provider.


    Wall of Fame: A list of persons who have made responsible disclosures, posted on an organization’s website to acknowledge their assistance.


    White-hat hacker: A hacker with ethical motives, or rather, one who really helps.


    Wigle: Wireless Geographic Logging Database, a website that shows wireless connections at a location identified by its GPS coordinates, together with encryption status and any known vulnerabilities.


    Zero Day: A security vulnerability previously undiscovered by anyone else.
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